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ABSTRACT

In this thesis, graphical and statistical methods were used to determine
the trends and patterns of wind characteristics. The thesis comprises two studies carried
out for different study regions, the 4 hourly wind data from India, and the 3 hourly wind
data from Australia.

The first study presents results from wind data for Calcutta station,
India. The wind data from 2004-2008 were obtained from the National Renewable
Energy Laboratory. In the second study, wind data from 2004-2008 were obtained from
4 weather stations, namely Avalon airport, Essendon airport, Point Wilson, and View
bank in Melbourne of the Australia Bureau of Meteorology. For both studies, a logistic
regression model was used to investigate the wind prevalence and the patterns of a wind
gust, extreme wind velocity. A multiple linear regression model was also fitted to
explore the trends in wind speed. A multinomial regression method was then fitted to
investigate the wind velocity categories.

For the first study, the wind prevalence patterns revealed higher rates

from 4 AM to 4 PM with the maximum prevalence of around 90 %1 The monthly wind

showed a sharp increase from April to June (90%). The yearly patterns were above the

overall mean between 2007 and 2008 (85%).
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The wind gust prevalence patterns showed increasing rates during the
day between 12 PM and 4 PM with the maximum wind gust prevalence of
approximately 18%. The gusty westerly and easterly winds prevalence was mostly
higher between 4 AM and 4 PM during the day with the maximum prevalence of
approximately 9% and 8%, respectively. Monthly gusty westerly and easterly winds
showed a higher prevalence between January and April (9%). Annually, the prevalence
showed an increasing rate (8%) in the year 2007. The wind speed patterns revealed a
sharp increase from 4 AM to 12 PM with the maximum wind speed (13 mps). The
monthly wind speed patterns showed an increased between January and April (13 mps).
An increasing rate was observed for the yearly wind speed between 2006 and 2008 (11
mps).

For the second study, the stations of Avalon airport, Essendon airport,
and Viewbank revealed quite similar wind prevalence patterns, with the highest
prevalence between 12 PM to 3 PM. The monthly patterns were higher than the average
from November to January. The yearly patterns were not significantly different from
the overall mean. However, the Point Wilson station, the overall percentage of wind
prevalence was highest compared with other three stations (over 80%). The prevalence
of wind peaked between 3 PM to 6 PM. The wind gust patterns were quite similar to
that of wind prevalence for all stations.

There were four distinct wind speed trends. Avalon airport showed a
sharp increase from 6 AM to 3 PM with the maximum wind speed (over 50 Kph). The
monthly patterns were observed to be higher than the overall mean from September to
January. The yearly patterns were above the overall mean between 2007 and 2008 (over

30%). Essendon airport showed a sharp increase from 6 AM to 12 PM with the



maximum wind speed (over 50 Kph). The monthly patterns were observed to be higher
than the overall mean from September to January (over 20%). The yearly patterns were
not different from the overall mean. Point Wilson revealed a sharp increase from 6 AM
to 3 PM with the maximum wind speed (over 40 Kph). The monthly patterns were
observed to be higher than the overall mean from July to January (over 40%). The
yearly patterns were above the overall mean in 2007 (over 30 Kph). Viewbank depicted
a sharp increase from 6 AM to 12 PM with the maximum wind speed (over 40 Kph).
The highest monthly wind was observed in September (over 30 Kph). The highest

yearly speed was observed in 2007 (over 30 Kph).
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CHAPTER 1

INTRODUCTION

1.1 Background and Rationale

The wind is one of the noteworthy factors in climate science. It plays a pivotal
role in climate and weather processes on the Earth’s surface and enables climate
change, renewable energy, and natural devastation. Wind’s profound noteworthy
aspects parameters are its magnitude, irregularity diverse patterns, and varying time
intervals. The internment movement has enormous damage to ecosystems, fatalities in
air transport accidents, and devastation of human-made structures (Jain et al. 2001,
Schindler et al., 2012, Jamaludin et al., 2016). Besides, its sporadic behavior can
productively harness the energy, improve gain familiarity on global warming, and
provide critical figures for weather forecast analysis (Mclnnes et al., 2011). Thus,
scientific research on wind characteristics yields beneficial narrative analysis that aid
in the improvement of conventional environment research.

The Indian subcontinent comprises of different climatic and geographies. It lies
on the Indian Plate, and the northern portion of the Indo-Australian Plate forms
the Indian subcontinent. Most of the region is covered around the tropic of cancer;
which is the boundary between the tropics and subtropics; passes through the middle of
India, the large part of the country is covered by rainforests, monsoon and arid regions
regarded as climatically tropical area.

The main aspects of Australia's climate comprise hot sinking air of the
subtropical pressure. It is considerably influenced by ocean currents, the ocean Dipole,

and EIl Nifo-Southern Oscillation, which results in periodic drought, and also the
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seasonal tropical low-pressure system that produces cyclones in northern Australia
(Kuleshov et al., 2010).

The wind is a natural environment process caused by the large-scale flow of
gases. Its intriguing behavior, namely its strength intensity and the direction it is blown,
is due to the movement from high pressure to low pressure is mostly due to temperature
changes. The divergent patterns of wind play a pivotal role in other climate events such
as solar radiation, rainfall, temperature, and sea level anomalies.

Many scientists and researchers have studied wind patterns on the earth’s
surface using various methodologies. Prediction of the wind speed has been analyzed
over a broad geographic region. The diverse distribution of wind speed benefits to
effectively harness energy for all the geographic regions (Morgan et al., 2011). Analysis
of long-term hourly wind speed trends provides essential spatial and temporal patterns.
Also, seasonality, interannual variability, and the linear tendency are few significant
aspects of wind speed. It also indicates the EI Nifio and La Nifia events, which change
the behavior of global wind circulation and influence wind speeds over the region (Silva
and Santos, 2013). Trend analysis showed more significant values for the study groups
for all seasons of the year and in the annual average. The additional climate variables
such as wind variance and distribution, wind velocity sector zones, the volatility of
wind speed and wind direction, renewable energy, wind engineering, marine
engineering, aircraft navigation, and engineering which will help in providing wind
information to help in making effective policies on renewable energy, enable effective
policies to limit hazardous damages should be taken into account for descriptive

analysis on the wind.



Investigation of the extreme value of wind speed is pivotal over the various
spatial regions. The large wind speed extremes observed on the Earth’s surface are
governed by the mesoscale atmospheric phenomena of strong synoptic storms, and
gravity waves. However, the concern associated with these studies is the overestimation
of extreme wind speed within the inland territory (Kislov and Matveeva, 2016).

Statistical analysis of the temporal and spatial wind patterns and modeling of
wind characteristics are pivotal to harness the energy, environmental and ecological
modeling, soil erosion and loss of fertile land. The effects of climate change on wind
variability are of scientific concern because they agree with contemporary research and

forecasting problems in meteorology, climatology, and geography systems.
1.2 Research Objectives

The objectives of this research are to access the spatial and temporal wind
patterns and to investigate the trends of wind speed in India and Australia from 2004 to

2008 using an appropriate statistical method.
1.3 Literature Review

Many scholars (Usbeck et al., 2010; Friederichs et al., 2009; Ali et al., 2017)
have studied wind characteristics. Most of these studies described the spatial variability
based on classification into distinct geographical regions by using the linear regression
model, logistic regression model, generalized linear model, extreme value theory, and
quantile regression model. These models revealed clear wind patterns in their respective
study areas. However, the latter gave a descriptive analysis of the wind pattern of the

region.



Wind speed trends have been studied in different geographical regions. He et
al., (2010) studied the probability distributions of land surface wind speeds over North
America using the Weibull probability distribution function method. The Weibull
probability distribution function method fitted the data significantly well. Similarly,
Letson et al. (2019) investigated the characterizing wind gusts in complex terrain
Perdigdo, Portugal. They used Weibull, log-logistic, log-normal, and Gamma method.
The model illustrated good agreement with estimated data. The problem associated with
both methods is a large number of parameters that need to be estimated. Cross et al.,
(2015) investigated the impacts of wind speed trends and 30-Year variability in the
Pacific Northwest using the ordinary least squares method. The model fitted the data
fairly well. The problem associated with this method is the lack of data which would

lead to better prediction.

Similarly, Dadaser-Celik and Cengiz (2014) analyzed the wind speed trends
over Turkey from 1975 to 2006. They used graphical methods, linear regression, and
the Mann — Kendall method. The results revealed that the majority of the stations (73%)
in Turkey had average wind speeds between 1.6 and 3.3 m s during the 32 years.
Lollchund et al. (2014) investigated modeled wind speed for Mauritius by fitting
Weibull, Rayleigh, Lognormal, Gamma, Normal and Frechet models. The data fit the
models significantly well. Fujibe (2009) investigated the relationship between long-
term temperature and wind speed trends in Japan by fitting the Least-squares method.

The data fitted the models reasonably well.

Some authors have modeled maximum wind speed using various statistical
models. They include a generalized linear model (Yan et al., 2002), Weibull parameters

method (Hossain, 2019, Ayodele et al., 2012), and linear regression model (Abhishek



et al., 2010; Troccoli et al., 2012). Satari et al., (2015) investigated the characteristic of
wind direction and maximum wind speed over Malaysia for 1999-2008 using the VVon
mises distribution, multi-sample Watson-William test, and linear — circular correlation
coefficient. The results suggested the presence of a prominent direction of the wind that
blows in Peninsular Malaysia by the monsoon. This finding may provide useful
information on giving a better understanding of the behavior of the wind in Peninsular

Malaysia and the potential use of wind as an alternative source of energy.

Most authors have used a logistic regression model to forecast wind speed
(Srivastava, 2005; Pang et al., 2019; Sreenivasa et al., 2014). The results from these
studies revealed that the logistic regression model was capable of effectively predicting

wind speed.

Wind observations are known for their varied patterns. One form of analysis of
such data, which gained much attention to the modeling of wind patterns is the linear
model. This model is widely used by many scholars (Rozas-Larraondo et al., 2014;
Dadaser-Celik and Cengiz, 2014; Wright and Grab, 2017; Hande et al., 2012) to fit
spatial wind patterns reasonably well. The linear models are capable of reproducing
wind circulation features when varied climate zones are model independently, and for
filling an inconsistent data with homogenous data and observations for more extended
periods. Some studies by Lydia et al., (2016) and Barhmi et al., (2019) used linear
regression for forecasting wind speed in their respective areas and concluded that the
models did quite well. Arzu et al. (2018) used linear regression to model wind speed
Kiribati. The model performed reasonably well. A higher degree of accuracy was noted

in forecasting wind speed for the entire study period.



Alternatively, Zhang et al. (2014) investigated the annual wind speed
probability distribution in the East China Sea using the maximum entropy principle
(multinomial model) and the Weibull distribution method. They found that the
Maximum entropy distribution performed adequately and accurately in fitting the wind

speed frequency distribution with height.

Currently, one of the widely used techniques for modeling wind is Markov chain
models, where the wind patterns at a specified site is a function of predictors
representing previous periods of wind. Some studies (Petre et al., 2016; Tagliaferri et
al., 2016; Elwan and Habibuddin, 2019) used Markov chain models to predict wind
speed patterns. Results from these studies revealed that the Markov chain model was

capable of estimating wind speed in their respective areas.

Various studies used statistical models to investigate wind patterns over the
Indian continent in their respective regions (Jaswal and Koppar, 2013; Kulkarni et al.,
2008; Singh et al., 2016; Prema and Rao, 2015) such as logistic regression model. The

model was capable of estimating the wind speed patterns reasonably well.

Serval studies in Australia used statistical models to analyze wind patterns.
McVicar et al., (2008) described wind speed climatology and trends by fitting the linear
regression method. The linear regression model fitted the wind speed data significantly
well. Young et al., (2012) studied the investigation of trends in extreme value wave
height and wind speed in Australia and around the globe. The Gumbel probability
distribution function method fitted the data significantly well. Maklad and Glencross-

Grant (2014) studied Seasonal Analysis of Potential Wind Power for Armidale NSW,



Australia, using the Weibull distribution method. The Weibull method fitted the data

reasonably well.

Even though a wide range of studies has focused on wind analysis using yearly
data. This study focus on an in-depth analysis of the hourly patterns of wind, wind
speed, wind gust, and wind velocity. The results of the analysis of spatial and temporal
wind patterns will provide illustrative and enhanced information about wind

distribution in the study areas.
1.4 Organization of theses

In this thesis, the five chapters are organized as follows: Chapterl provides an
introduction to the background and rationale of wind characteristics of the Earth’s
surface, the objectives of the study, and the literature review. Chapter 2 describes all
the study areas, data sources and management, variables and path diagram, and
methodologies used for this study. Chapter 3 presents the preliminary analysis of wind
data, analysis of wind characteristics in the Indian sub-continent. Chapter 4 presents the
preliminary analysis of wind data, analysis of wind characteristics in Australia. Chapter
5 concludes and discusses the research findings together with limitations and

recommendations for further studies.



CHAPTER 2

METHODOLOGY

This chapter consists of a description of the study area, data sources, data
management, variables and path diagram, and various statistical methods for the study.
The methods are comprised of the logistic regression, linear regression, and
multinomial regression. All data analyses and graphical displays were carried out using

the R program (R Development Core Team, 2009).
2.1 Study area
India

India is situated north of the equator between 8°4' and 37°6' north latitude and
68°7' and 97°25' east longitude. The south of India is covered by the Indian Ocean, the
Arabian Sea on the southwest and Bay of Bengal on the southeast. India hosts six major
climatic subtypes, ranging from arid deserts in the west, alpine tundra and glaciers in
the north, and humid tropical regions supporting rain forests in the southwest and the
island territories. India forms a well-defined subcontinent, set off from the rest of Asia
by the imposing northern mountain rampart of the Himalayas mountain ranges to the
west and east. These variant topographic landscapes are prone to volatile winds (Tian

et al., 2010; Lakshmanan et al., 2009).

Calcutta was selected from India meteorological stations. The latitude and

longitude are 22° 34' N and 88° 24' E (Figure 2.1).


https://en.wikipedia.org/wiki/Alpine_tundra
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Figure 2.1 Location of 9 Indian meteorological stations

Calcutta was selected due to its consistent hourly wind data. Also, it is in wind
and cyclone zone of very ‘high damage risk’ (UNDP, 2006). It has a subtropical climate
with moist (rain-bearing) winds and frequent thunderstorms (Mukhopadhyay et al.
2009). The winds can vary from frigid winds and also associated with large storm
systems such as Nor'westers and Western disturbances (Reddy, 2008). Calcutta, one of
the well-known cities, is lying in the north-eastern part of India. The maximum
elevation of the city is about 30 feet (9 meters) above sea level, and the area is 40 square
miles, i.e. 104 square kilometers. The latitude and longitude are 22° 34' N and 88° 24'
E. The Eastward region of the city is formed from the river, the land slopes away to
marshes and swamplands. Similar topography on the west bank of the river has
confined the metropolitan area largely to strip 3 to 5 miles (5 to 8 kilometer) wide on
either bank of the river, the reclamation of the Salt Lake area on the northeastern fringe

of the city.
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Australia

The island continent of Australia (Figure 2.2) features a wide range of climatic
zones, from the tropical regions of the north, through the arid expanses of the interior,
to the temperate regions of the south. Australia experiences many of nature’s more
extreme weather phenomena, including tropical cyclones, severe storms, bushfires, and
the occasional tornado. Australia’s climate is largely determined by its latitude, with
the mainland lying between 10° south to 39°South; extending to at 44° South, and
longitudes 112° East and 154° East (Trewin, 2005). Melbourne, one of the popular

destinations in Australia, lies on the latitude and longitude 37.8136° S, 144.9631° E.

Further, it is in the vulnerable zone of a significant increase in intense frontal
systems which bring extreme winds and dangerous fire conditions (Hasson et al., 2009);
increases in the frequency of conditions conducive to thunderstorm development in
southern and eastern areas (Allen et al., 2014); and it is prone to hot, cold, gusty, dusty,
tornadoes, and thunderstorm (Canning et al., 2010). Melbourne is located at the head
of Port Phillip Bay on the southeastern coast, and its area covers 14 square miles (36
square km); Inner Melbourne, 33 square miles (86 square km) which consist of flat
terrain, Yarra River and Dandenong ranges to the east. Its location is situated on the
boundary of the very hot inland areas and the cool southern ocean. Melbourne is well

known for its frequent changes in weather conditions due to its geographical location.

Essendon Airport, Avalon Airport, Point Wilson, and View Bank were

selected from Australian meteorological stations (Figure 2.3).


https://en.wikipedia.org/wiki/112th_meridian_east
https://en.wikipedia.org/wiki/154th_meridian_east
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Latitude 145°E 150°E
35°S 35°8
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Figure 2.3 Four selected stations in Australia

Table 2.3 shows the cardinal direction, latitude, and longitude for the stations.
The stations were selected due to their consistent 3 hourly wind data, and the stations’
noteworthy association on the spatial wind pattern zone of westerlies. In this region,
prevailing winds in the middle latitudes ranged in between 35 and 65 degrees latitude;
blow wind over the poleward areas on the high-pressure area known as the subtropical
ridge in the horse latitudes. These prevailing winds mainly blow from the west to the
east and bring extra-tropical cyclones with its moving direction. The winds are
predominantly from the southwest in the Northern Hemisphere and from the northwest
in the Southern Hemisphere. These winds are stronger in the winter due to the lower

pressure over the poles.


https://en.wikipedia.org/wiki/Middle_latitudes
https://en.wikipedia.org/wiki/Latitude
https://en.wikipedia.org/wiki/High_pressure_area
https://en.wikipedia.org/wiki/Horse_latitudes
https://en.wikipedia.org/wiki/West
https://en.wikipedia.org/wiki/East
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Table 2.1 Location summary for Australian weather stations.

Station Geographic direction  Lat. (°S) Long. (°E)
Essendon Airport North-West -37.72 144.90
Avalon Airport West -38.03 144.46
Point Wilson South -38.01 144.49
View Bank East -37.73 145.10

2.2 Data source and management

The data were obtained from the climate bureau data sources of India and
Australia. The hourly wind data of the Indian region were obtained from the National
Renewable Energy Laboratory (NREL) from 2002 -2008 available at
http://www.nrel.gov/international/ra_india.htm. For the Australian region, the 3-hourly
wind observations were obtained from the Australian Government Bureau of

Meteorology at http://reg.bom.gov.au/reguser/) from the years 2002 -2008.

Data were arranged based on the Earth’s surface wind direction patterns for the
Indian subcontinent (Wiegand, 2004; Kious and Tilling, 1996; IMD, 2015) which is
illustrated in Table 2.2; and wind direction patterns for Melbourne in Australia (BOM,

2011; Breckling, 2012), which is illustrated in Table 2.3.


http://www.nrel.gov/international/ra_india.htm
http://reg.bom.gov.au/reguser/
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Table 2.2 Earth’s surface wind direction patterns for the Calcutta in India.

Months Spatial wind direction patterns in the Indian subcontinent

December to February  North (N), North-East (NE), North-West (NW),
South-West (SW) and South (S)

March to May South (S), North-West (NW), North-East (NE),
South-West (SW), and South-East ( SE)

June to September South-West (SW) and North-East (NE)

October to November  North-East (NE), South-East (SE), South (S),
South-West (SW) and North-West (NW)

Calcutta in India, the hourly wind observations from weather station resulted in
61,320 observations. The data which did not fall under the wind direction for the
particular month (Table 2.2) were discarded from the study resulting in 38,157
observations during the period of study. To smooth out the fluctuations in the hourly
wind measurements, 4 hour periods were used for the analysis. The measurements
recorded for consecutive 4 hourly periods were considered as per the ancient time
metrics of Babylon and Egyptian system. According to this system, a day (24 hours)
can be represented in 4 hourly periods which form 1/4th of a day (Gillings, 1972), and
is classified into definite time intervals like mid-night, dawn, morning, noon, mid-noon,
night (Glickman and Zenk, 2000). There were 9,540 observations for analysis.
Afterwards, the wind at least 0.775 mps was considered as the occurrence of wind
(Wheeler and Wilkinson, 2004; Water, 2005); wind speed of at least 5 mps (Geer 1996)

was classified as gust occurrence.



15

Table 2.3 Earth’s surface wind direction patterns for Melbourne, Australia

Months Spatial wind direction patterns of Australia

January South-West (SW), North-West (NW), West (W), South-East (SE)
February South (S), North-West (NW), West (W), South-East (SE)

March South (S), South-West(SW), North-East (NE)

April North (N), East (E), South-East (SE), South-West (SW)

May West (W), North-West (NW), South-East (SE)

June West (W), North-West (NW), South-West (SW)

July North-West (NW), West (W)

August North-West (NW), West (W)

September North-West (NW), West (W)

October West (W), South-West (SW), North-West (NW), South-East (SE)
November South-East (SE), North-West (NW), West (W), South-East (SE)
December North-West (NW), West (W), South-West (SW), South-East (SE)

For the Australian study region, the measurements recorded for consecutive 3

hourly periods were associated with a well-known primeval Bronze-Age

meteorological system, and ancient time metrics of the Roman system (Graham and
Kamm, 2014); and noteworthy heuristic weather measurement instruments of BOM
Australia (BOM, 2011). Moreover, eight periods of 3 hours each of the day classified
into definite time intervals like mid-night, dawn, morning, forenoon, afternoon,

evening, dusk, and night (Glickman and Zenk, 2000).

Figure 2.3 and Figure 2.4 show the data management for hourly wind data for
Calcutta from 2002-2008 and 3-hourly wind data for four stations in Melbourne from
2004-2008, respectively. The wind prevalence and gust were analyzed using logistic
regression, the wind speed was analyzed linear regression, and wind velocity was

analyzed using multinomial logistic regression.
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Figure 2.4 The data flow diagram for India.
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Figure 2.5 The data flow diagram for Australia.
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The wind prevalence, wind gust, and wind velocity observations of for four

stations were shown in Table 2.4.
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Table 2.4 Observations of wind prevalence and wind gust categories for Australia

Wind prevalence

Sample Wind gust (Kph)
stations , P (Kph)
size

<3 >3 <18 >18
Avalon Airport 14,493 4,066 10,427 7,579 6,914
Essendon Airport 14,524 4,493 10,031 7,909 6,615
Point Wilson 14,293 2,495 11,798 5,205 9,088
View Bank 14,586 8,052 6,534 11,318 3,268

2.3 Variables and path diagram

The outcome variables are described in Table 2.5 and Table 2.6 for Indian and Australia

study regions, respectively. Table 2.7 describes the predictor variables for the Indian

and Australia study regions.

Table 2.5 Dependent variables for the Indian study region.

Outcome Variable

Variable type

Variable Classification

Wind Speed
Wind Prevalence
Wind Gust
Wind Velocity

Continuous
Binary
Binary

Categorical

Wind speed > 0.775 mps
Wind speed < 0.775 mps and > 0.775 mps

Wind speed < 5 mps and >5 mps

5 combination of wind speed

Table 2.6 Dependent variables for the Australia study region.

Outcome Variable

Variable type

Variable Classification

Wind speed
Wind Prevalence
Wind Gust
Wind velocity

Continuous
Binary
Binary

Categorical

Wind speed > 3Kph
Wind speed < 3Kph and > 3Kph
Wind speed < 18 Kph and > 18 Kph

5 combination of wind speed
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Table 2.7 The predictor variables for the Indian and Australia study region.

Predictor ~ Variable type 4-hour wind for India 3-hour wind for Australia

Periods Categorical 1t06 1to 8
Months Categorical 1to 12 1to 12
Years Categorical 2004 to 2008 2004 to 2008

Path diagram
The path diagram for analyzing data in India and Australia is shown in Figure
2.5. The determinants were period, month and year; the outcome variables were wind

prevalence, wind gust prevalence, wind speed, and wind velocity.

Determinants Outcome variable
] Wind prevalence
Period
Wind gust prevalence
Month
Wind speed
Year
Wind velocity

Figure 2.6 Path diagram

2.4 Statistical Methods
Logistic model

Initially, the logistic regression model was fitted to the binary outcome value of
1 for wind or 0 for no wind to determine the percentage of wind prevalence. The general

form of the model can be shown by applying the formula,

In( i }:oc+ﬁlxl+,82x2+...+,kak 1)
1-p;
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Where P; denotes the probability of wind prevalence for the i™ period in the

data set, conditional on the variables xi where o is the constant, 5’s are regression
coefficients, and x’s are the predictors. Model (1) was also used to estimate the
prevalence of wind gust using sum contrasts ((Tongkumchum and McNeil, 2009).
These models were assessed using the Receiver Operating Characteristic (ROC) curve.
The Receiver Operating Characteristic (ROC) curve (Westin 2001) was used as a
measure of goodness-of-fit of the model. The ROC curve is popularly known for
determining the capability of predicting a binary outcome. The ROC curve plots

sensitivity against the false positive rate of the 4 hourly wind prevalence.
Linear Model

Multiple regression was used to describe the trends of wind speed. The model

takes the form
Yik =@+ B+ BoX + BaXe +7as 2

where vyij represents wind speed trends, o is a constant, f’s are the regression
coefficients xi, X;, Xk, are time indicates the predictors 4-hour periods, month and year,
y denotes the regression coefficients of the trimmed lag 1 term and t — 1 indicates lag 1
period. The goodness of fit of the model was assessed using the coefficient of
determination (R-square) and the Q-Q plots. Further, since the normality assumption
was not satisfied as the data were not normally distributed, due to heavy tails; the wind
speed values were transformed by square roots, to satisfy the statistical assumption of

normality.
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Multinomial model

Multinomial logistic regression is used for a categorical dependent variable with
two or more levels (van Smeden et al., 2017). The multinomial model was fitted to
analyze these combined, matched and classified discrete and nominal data of wind

speed and direction (wind velocity) categories. The model takes the form

exp[ozk + D BiX; ]
-1
1+ Zexp[ak + Zﬂjkxjj
k=L =1

P = 3)

This equation is extended to situations in which the outcome variable is nominal
with more than two categories. If these outcome categories are coded as 0, 1, 2, ..., C,
and px is the probability that outcome has the coded value k, the model takes the form,
for 0<k <c, where ¢ =5 outcome categories of combined discrete measures of wind
speed and direction (wind velocity), i.e. none/light wind, normal easterly, normal
westerly, gusty easterly, gusty westerly, xi is the vector of explanatory variables

indicates wind speed and wind direction describing observation j indicates 4-hour
periods, pijk is regression coefficients for outcome k, m is the number of independent
variables indicates the predictors 4-hour periods, month and year, ax is a constant for

categories of outcome k.


http://www.statisticshowto.com/dependent-variable-definition/
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CHAPTER 3

PRELIMINARY ANALYSIS OF WIND SPEED FOR INDIA

This chapter reports on the preliminary analysis of hourly wind data during
2002-2008, and analysis of 4-hourly wind characteristics from 2004 - 2008 in Calcutta,

India.
3.1 Hourly wind speed for Calcutta

The hourly average of wind speed in Calcutta is 1.68 mps, with a standard
deviation of 1.52 mps, maximum of 15.4 mps. The time series plot (Figure 3.1a and
Figure 3.1b) gives a detailed account of annual seasonal patterns of wind during 2002
— 2008 for this station. The horizontal axis scale reveals the wind direction (absolute
degree) measure indicating discontinuities removed by extending the compass. The
vertical axis scale reveals the hours of the day (marked as black vertical bars), and the

three grid blocks illustrate each trimester of the year.

Wind direction (degrees) Wind Velocity: Calcutta 2002
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Figure 3.1a Episode-based time-series of wind velocity in absolute degrees for 2002
and 2003
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Wind direction (degrees) Wind Velocity: Calcutta 2004
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Figure 3.1b Episode-based time-series of wind velocity in absolute degrees for 2004
and 2008

The red line denoted wind speed pattern and black bars indicate wind direction
drift. The wind speed patterns revealed apparent seasonal patterns. The years 2002,
2003, 2007 and 2008, the period from January to June illustrated an increasing trend,

July to September revealed a constant trend, October to December revealed a low trend.
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The year 2005 to 2007, the period from January to March revealed a constant trend,
April to September illustrated an increasing trend, October to December revealed a

decreasing trend.
3.2 Analysis of the 4-hourly wind speed

The wind observations from the years 2002 and 2003 consisted of larger
portions of data with constant wind patterns and were omitted to maintain consistency
with data. The section comprises modeling of the wind characteristics of the 4-hourly
wind observations during 2004-2008. The results of this study also appear in the

manuscripts (Gururaja et al., 2019a; Gururaja et al., 2019b).
Wind prevalence patterns

A logistic regression model was fitted to 4 hourly wind periods for 2004 -

2008.

The model for the 4-hourly mean of wind prevalence was made of 3 predictors. The
first predictor was the 4-hourly period of the day and had 6 factors, the second predictor
was the months with 12 factors, and the third factor was the year having 5 factors. There
were 24 parameters, including the constant term in the model. The parameters were
highly significant and influential in the model. ROC curve (Figure 3.2) was used for
assessing the goodness of fit of the model; the curve revealed an area under the ROC
curve value of 0.75 which shows a sound classification of the prevalence and non-

occurrence of wind.
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ROC Curves: Logistic Models

Sensitivity Any 4-Hourly Wind in Calcutta
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False positive rate

Figure 3.2 ROC curve of the logistic model for a 4 hour period of wind

Besides, the overall accuracy of the classification on the prevalence and non-
prevalence of wind was 85%, having a true positive rate of 99.7% with a false positive
rate of 61.5%. Further, the plot of confidence intervals (Figure 3.3) illustrates the
pattern of wind prevalence percentage for the day, month and year and the crude
percentage. The horizontal red line denotes the overall mean of the wind prevalence,
which is approximately 70%. Wind speed greater than 0.775 (mps) were classified as
wind prevalence. The 95% confidence interval of wind prevalence revealed that the
wind prevalence patterns for the periods of the day were significantly different from the

overall mean.



25

Wind Prevalence (%) 9540 4-Hourly Records from Calcutta Meteorological Station: 2004-2008
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Figure 3.3 95% confidence interval plot for percentages of wind prevalence.

The period from dawn (Period 2) to afternoon (Period 4) observed high wind
prevalence rates with the maximum prevalence of around 90% observed in the noon
(Period 3). The low wind prevalence rates were observed from midnight to dawn
(Period 1), evening (Period 5) to night (Period 6) with the minimum prevalence of
around 50% in the night (Period 6) respectively. The monthly wind prevalence patterns
were observed to have high wind prevalence rates from March to July, with a maximum
wind prevalence of 90% observed in April. The moderate wind prevalence rate was
observed during August and September with a modest wind prevalence of 70% aligned
with the overall mean. Wind prevalence rates were observed to be less than the overall
mean during January and February. It increases gradually to attain its maximum (90%)
in April, decreases steadily, attains its minimum (30%) in November. The yearly wind
prevalence patterns were not significantly different from the overall mean between
2004 and 2005. It reduced considerably to its minimum in 2006 and rose steadily to its

maximum in 2007 where it began to reduce slightly. The yearly wind prevalence ranged
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from 50% to 85% and observed to be higher than the overall mean between 2007 and

2008.
Wind gust prevalence patterns

Model (1) was also used to examine the 4 periods of wind gust prevalence from
2004-2008. The 4-hourly mean wind gust prevalence model was also made of 3
predictors. Assessing the goodness of fit of the model by the ROC curve (Figure 3.4)
revealed an area under the ROC curve value of 0.608, which shows the classification
of the occurrence and non-occurrence of wind.

ROC Curves: Logistic Models
Sensitivity 4-hourly Wind Gust (= 5 m/s) in Calcutia
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0.0 02 04 06 08 1.0
False positive rate

Figure 3.4 ROC curve of the logistic regression model of wind gust prevalence
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The overall accuracy of the classification on the prevalence and non-prevalence
of wind gust was 81.67% having a true positive rate of 89.7% with a false positive rate

of 23.1%. Wind speed greater than 5 mps were classified as wind gust.

In Figure 3.5, the horizontal line denotes the overall mean of the prevalence of
wind gusts, which is around 10% during the study period. The wind gust patterns for

the periods of day were significantly different from the overall mean.

Gusty Wind Prevalence (%) 9540 4-Hourly Records from Calcutta Meteorological Station: 2004-2008
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Figure 3.5 The 95% confidence interval plot for the percentage of wind gusts

The period from midnight (Period 1) to noon (Period 3) observed increasing
wind gust prevalence rates with the maximum prevalence of around 18% observed in
the noon (Period 3). It then decreases steadily from this period to the night. The
minimum wind gust prevalence of 4% occurred at midnight (period 1). The monthly
wind gust patterns revealed an increasing pattern from January to April, where the
maximum was attained. It was constant between April and decreased steadily until
August where it increased again until September. It then decreases sharply to its
minimum in November. The wind gust prevalence was observed to be mostly above

the overall mean between April and July. The yearly wind gust prevalence revealed a
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decreasing pattern from 2004 to 2006, where it attained a minimum of 4% and increased
sharply to its maximum of 14% in 2007. There was a decreasing pattern between 2007

and 2008.
Wind speed trends

The linear regression model (model 2) was fitted to the 4 hourly wind speed to
examine the trends. The model for 4 hourly period wind speed from 2004 -2008 was

also made of 3 predictors.

4-hour Windy Periods
Residuals  Sqgrt-Linear Model: 4-hour Averages
r-squared: 0.432 O

4_

Wind Speed at Calcutta: 2004-2008

-4 -2 0 2 4
Theoretical Quantiles

Figure 3.6 Q-Q plots for the linear model of the wind speed

Most of the parameters were highly significant and influential in the model. The
coefficient of determination (r-squared) and the quantile-quantile plots was used to
evaluate the goodness of fit of the model. The r-squared value of 0.432 shows that 43%

of the wind speed patterns are explained by the model (2).

The quantile-quantile (Q-Q) plot illustrates that the residuals from the model are
approximately normally distributed (Figure 3.6), which shows that the model fitted the

data reasonably well. However, there were some deviations from the upper tail of the
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model. This deviation may be due to extreme values in the data and some variations

that could not be explained by the predictors.

Wind Speed (m/s) 6646 Windy 4-Hour Periods at Calcutta Meteorological Station
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Figure 3.7 95% confidence interval plot of wind speed trends.

Figure 3.7, the horizontal line denotes the overall mean of the wind speed is
approximately 9 ms™. The wind speed trends for the periods of the day were
significantly different from the overall mean. The period during dawn (Period 2) to
noon (Period 3) had the maximum wind speed of around 13 ms™* observed during noon
(Period 3). Moderate wind speed trend was observed during the afternoon (Period 4)
with a modest wind speed of approximately 9 ms™ aligning with overall mean. The low
wind speed trends were observed during midnight (Period 1) to dawn (Period 2),
evening (Period 5) tonight (Period 6) with a minimum wind speed of around 6 ms™ in
midnight (Period 1) respectively. The monthly wind speed trends revealed rising trends
from April to June with a maximum wind speed of around 13 ms™ observed during
April. Moderate wind speed trend was observed during March and July to September
with a modest wind speed of approximately 9 ms™ aligning with overall mean. The low

wind speed trends were observed from January to February, and October to December
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with a minimum wind speed of around 3 ms™ in November. The monthly and yearly
wind speed trends revealed values either higher, equal to or lower than the overall mean.
The yearly wind speed revealed reducing trends during 2004 and 2005 with a maximum
wind speed of around 11 ms? observed during 2004. Moderate wind speed was
observed during 2007 with a modest wind speed of approximately 9 ms™ aligning with
overall mean. The increasing trends were during 2006 and 2008 with a minimum wind

speed of around 7 ms™ in 2006.
Wind velocity categories prevalence

The results of the multinomial regression method applied to model the
occurrence probabilities of the 4 hourly wind velocity categories during 2004-2008
have been given in Table 3.1. The model for the wind velocity categories was made of
3 predictors. There were 24 parameters, including the constant term in the model. The
model parameters were influential, and most of them were highly significant (p < 0.01)

in the model.

Table 3.1 gives the model coefficients. The model revealed that a unit increase
in wind velocity in period 1 means that, there will be 0.058, 52.446, 49.624 and 55.256
times more likely to stay in the normal easterly, normal westerly, gusty easterly and
gusty westerly categories respectively. However, these were not significant. In general,
analysis of the various wind categories during periods (1-6) revealed that a unit increase
of wind velocity in any period would result in wind velocity that is more likely to stay
in the gusty westerly category. These results were highly significant in all periods

except in period 1 and 6.

Table 3.1 The results of the multinomial modeling
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Dependent variable (p <0.01)

None/light Normal Normal Gusty Gusty

easterly westerly easterly  westerly

Constant -3.373 -2.335" -0.861" -14.033 -
5.633"

Period
1 -1.188 0.058 52.446 49.624 55.256
2 0.949 1.998" 2.113" 2.936" 3.909"
3 1.990 2.956" 3.158" 4.228" 5.543"
4 0.362 1.548" 1.352" 2.226" 3.577"
5 -0.857 2.600" 0.880" 12.461 3.345
6 -1.283 -0.044 -0.179" 0.027 0.437
Month Factors
January -0.737 0.076 57.780 54.101 61.375
February -0.542 0.860" -0.116 8.997 0.991"
March 0.360 1.839" 0.672" 10.642 2.488"
April 1.640 3.243" 1.705 12.739 4.369"
May 0.932 2.600" 0.880" 12.461 3.345"
June 0.542 2.505" -0.022 12.236 1.964"
July 0.469 2.317" 0.327" 11.451 2.189"
August 0.113 2.101" -0.250" 11.226 0.809"
September -0.130 1.797° -0.399" 11.125 0.881"
October -1.475 0.493" -1.616" 8.839 -1.213"
November -2.095 -0.486" -1.6717 -4.300" -2.665"
December -1.314 0.120 -0.805" -4.602" -0.557
Year Factors
2004 0.011 0.052 69.497 67.289 71.619
2005 -0.119 0.067 -0.295* -0.234 -0.728*
2006 -1.094 -0.907" -1.132* -2.139* -2.370*
2007 0.806 0.520" 1.053* 1.126* 0.740*
2008 0.719 0.350" 1.093* 0.604* 0.635*

Note: * means the parameter is significant in the model.

Analysis of the monthly wind pattern from Table 3.1 revealed that a unit
increase in wind velocity in January would result in 61.375, 54.101, 57.780 and 0.074
times more likely to stay in gusty westerly, gusty easterly, normal westerly and normal
easterly categories respectively, relative to it staying in the none/light wind category.

The gusty easterly wind is highly expected from February to December since a unit



32

increase in the wind during these months results in higher ratios relative to other wind
categories. Considering the annual factors, a unit increase in wind velocity resulted in
the high gusty westerly wind category in 2004, while high normal easterly wind
velocity observed during 2005-2006. Also, high gusty easterly wind velocity was

observed in 2007, while normal westerly wind velocity was prevalent in 2008.

Further, the goodness of fit of the multinomial model for the occurrence
probabilities for the various wind velocity categories was evaluated using the ROC
curve (Figure 3.8). Analysis of the ROC curve revealed that unlike the normal easterly
and westerly, which show poor classification, the remaining wind categories events did
fairly well. The goodness of fit of the models by the ROC curve revealed an area under
ROC curve (AUC) values of 0.69, 0.38 and 0.46 for wind velocity categories of
none/light, normal easterly and normal westerly respectively. The overall accuracy of
the classification on the occurrence and non-occurrence of the various wind categories
were 30%, 31%, 28%, 5%, and 4% having a true positive rate of 64%, 51%, 18%, 8%,
and 34% with a false positive rate of 15.6%, 21.3%, 33%, 4%, and 3.4% respectively.

These indicators depict a reasonable fit of the model to the data.
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ROC Curves: Multinomial Model

Sensitivity 4-Hourly Wind Velocity in Calcutta: 2004-2008

1.01

0.81

0.6

0.4
— None/Light Wind
— Normal-easterly

0.21 — Normal-westerly
— Gusty-easterly
— Gusty-westerly

00 v T T

00 02 04 06 08 10

False positive rate
Note:- Sensitivity/AUC/True positive rate values
are in same order of legend
FalsePositiveRate - 15.6%,21.3%,33%,4%,3.4%
Sensitivity - 64%,51%,18%,8%,34%
AUC - 0.685,0.382,0.462,0.599,0.647

Figure 3.8 ROC curves for the multinomial model
The logistic regression models of the 4-hourly mean wind velocity category of
gusty westerly and easterly were each made up of 3 predictors. There were 17
parameters, including the constant term in the models. The parameters were highly

significant and influential in the models.
Extreme wind velocity categories prevalence

Evaluation of the fitted logistic regression model with the ROC curve (Figure
3.9) shows that the model with 4-hour periods, month and year for investigating gusty
easterly and westerly prevalence are reasonable and provide a good description of the

main features of the data.
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ROC Curves: Logistic Models
Sensitivity
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Figure 3.9 ROC curves for the logistic regression model of gusty westerly and

easterly

AUC values of 0.60 and 0.65 were observed for the gusty easterly and gusty
westerly, respectively. These values show a fair classification of the prevalence and

non- prevalence of wind velocity categories.

The plot of confidence intervals illustrates the gusty westerly and easterly
prevalence percentage, respectively, for the periods of the day, month and year (Figure
3.10 and Figure 3.11) and the crude percentage. The horizontal line denotes the overall
mean of the gusty westerly and easterly prevalence of approximately 5%. The gusty
westerly prevalence patterns for the period of the day were significantly different from
the overall mean (Figure 3.11). The period from dawn (Period 2) to afternoon (Period
4) observed high westerly gust prevalence rates with the maximum gusty westerly
prevalence of around 9% observed in the noon (Period 3). The low gusty easterly

prevalence rates were observed from midnight to dawn (Period 1), evening (Period 5)
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to the night (Period 6) with minimum westerly gust prevalence of around 1% in dawn

(Period 1) respectively.

Gusty Westerly Wind Prevalence (%) 9540 4-Hourly Records from Calcutta: 2004-2008
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Figure 3.10 95% Confidence interval plot of gusty westerly wind prevalence

The monthly gusty westerly prevalence patterns revealed a sharp increase in
prevalence from January to April where it attained its maximum (9%) above the overall
mean then it reduced rapidly from April to December to attain its minimum (1%) below
the overall mean. The yearly gusty westerly prevalence patterns revealed an instant
decrease in gusty westerly prevalence from 2004 to 2006. It then attained a minimum
of 2% after 2006. There was a steep increase to attain its maximum of almost 7% in
2007 and a gradual decrease towards 2008. The gusty easterly wind gust patterns for
the period of the day were also significantly different from the overall mean (Figure
3.12). During (period 1) at dawn to (period 3) noon illustrated a quick increase of
prevalence where it attained its maximum of almost 8% above the overall mean, after
that, it decreased rapidly during (period 3) to (period 6) at night below the overall mean.

The minimum prevalence was observed in (period 1) at midnight (1%).
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Gusty Easterly Wind Prevalence (%) 9540 4-Hourly Records from Calcutta: 2004-2008
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Figure 3.11 95% Confidence interval plot of gusty easterly wind prevalence

The monthly gusty easterly prevalence patterns revealed a sharp increase in
prevalence from January to April where it attained its maximum (9%), remained
constant from April to October below the overall mean then it reduced briskly from
October to December to attain its minimum (2%) below the overall mean. The yearly
gusty easterly prevalence patterns revealed decreasing trends during 2004 and 2006,
where it attained its minimum of 2% below the overall mean. An immediate increase

of up to 7% was observed in 2007, and a graduate decrease towards 2008
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CHAPTER 4

PRELIMINARY ANALYSIS OF WIND SPEED FOR AUSTRALIA

This chapter reports on the preliminary analysis of 3-hourly wind data during

2004-2008 in Melbourne, Australia.
4.1 Summary of the 3-hourly wind data

The statistical summaries of the 3-hourly wind for or the 4 selected sample
stations for Melbourne, namely Avalon airport, Essendon airport, Point Wilson, and
Viewbank during 2004 - 2008 are described in Table 4.1. The 3-hourly mean wind
speed ranged from 12.4 Kph to 22.3 Kph. The highest value occurred in Point Wilson
while the least occurred in Viewbank. The maximum wind speed was recorded in Point
Wilson of 83.2 Kph. The standard deviation of wind speed was ranged from 7 Kph to

10 Kph.

Table 4.1 Numerical summaries of wind speed for selected Meteorological stations.

Wind speed (Kph) Average

stations Mean Standard Maximum Direction

Deviation (degrees)
Avalon airport 18.6 10 61.2 201°
Essendon airport 17.7 9 57.2 201°
Point Wilson 22.3 10 83.2 190°

Viewbank 12.4 7 48.2 166°
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The time series plot (Figure 4.1a and Figure 4.1b) gives a detailed of wind
patterns during 2004-2008 for the station of Avalon airport. In the plot, the horizontal
axis scale revealed the month of the year, and the vertical axis scale revealed the wind

speed.
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Figure 4.1a The 3-hourly episode-based time-series of wind speed for the station of

Avalon airport for the years 2004 to 2005.
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Wind Speed: Avalon Airport - Melbourne 2006
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Figure 4.1b. The 3-hourly episode-based time-series of wind speed for the station of

Avalon airport for the years 2006 and 2008.

The time-series of wind in the years 2005, 2006, and 2008 had similar patterns.
The period from January to May illustrated a constant trend, a decreasing trend was

observed in some periods in April, July, and September. The monthly wind in 2004 was
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high in the middle of the year. The monthly wind patterns of 2007 fluctuated throughout

the year.
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Figure 4.2 The 3-hourly episode-based time-series of wind direction in absolute

degrees for the station of Avalon airport for the year 2004 to 2008.

The horizontal axis scale revealed the month of the year, and the vertical axis

scale revealed the wind direction (absolute degree) measure indicating discontinuities

removed by extending the compass. The wind direction movement illustrated a gradual

clockwise drift from January to March, and a fluctuating drift was noticed from April

to December. Results for all other stations are shown in Appendix A.

4.2 Modelling of 3- hourly wind characteristics

This sub-section comprises modeling of the 3-hourly wind observations in

Avalon airport, Essendon airport, Point Wilson, and Viewbank during 2004-2008.
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Wind prevalence patterns

A logistic regression model was fitted to 3 hourly wind prevalence from 2004 -
2008. They are 3 predictors. The first predictor was the 3-hourly period of the day and
had 8 factors, the second predictor was the months with 12 factors, and the third factor
was the year having 5 factors. There were 26 parameters, including the constant term
in the model. The parameters were highly significant and influential in the model. ROC
curve (Figure 4.3) was used for assessing the goodness of fit of the model; the plot
revealed an area under the ROC curve (AUC) values of 0.450, 0.446, 0.308, and 0.396

respectively.
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ROC Curves: Logistic Models
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Figure 4.3 ROC curve of the logistic model for 3 hour period of wind for 4 stations

The curve revealed the overall accuracy on the classification on the occurrence

and non-occurrence of wind with the rate of 92%, 92%, 94%, and 97%, having a true

positive rate of 58.1%, 40.8%, 45.3%, and 53.4% with a false positive rate of 2.9%,

2%, 2.2%, and 5.6% respectively.
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Figure 4.4 The 95% confidence interval for percentages of wind prevalence for

Avalon Airport, Essendon Airport.

Figure 4.4 and Figure 4.5 reveals the pattern of wind prevalence percentage for
the periods of the day, month and year and the crude percentage for the selected stations.
The horizontal red line denotes the overall percentage of wind prevalence of each
station. The 95% confidence interval plot of the wind prevalence revealed that the wind
prevalence patterns for the period of the day, months and year were significantly
different from the overall mean for all stations.

For the station of Avalon airport, Essendon airport and Viewbank, there are

quite similar pattern of the wind prevalance. The highest prevalence was in period 5.
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The monthty wind prevalance was below the average during March to June. The yearly

wind prevalances were not different from the overall mean.

Wind Prevalence (%) 14293 3-Hourly Records from Melbourne-Point Wilson: 2004-2008
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Figure 4.5 The 95% confidence interval for percentages of wind prevalence for Point
Wilson, Viewbank.

However, for the Point Wilson station, the overall percentage of wind
prevalence was highest compared with other three stations (over 80%). The
prevalence of wind was below the average from period 1 to period 4 and peak in
period 6. Wind prevalence rates were observed to be less than the overall mean from
April to August. It decreases steadily to attain its minimum (75%) in June and

increases gradually to attain its maximum (85%) in December.
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Wind gust patterns

Model (1) was also used to examine the 3 hourly periods of wind gust
prevalence from 2004-2008. The 3-hourly mean wind gust prevalence model was also
made of 3 predictors. ROC curve (Figure 4.6) revealed an area under the ROC curve
for the selected stations the values of 0.40, 0.399, 0.117, and 0.458 respectively which
illustrated classification of the occurrence and non-occurrence of wind. The curve
revealed the overall accuracy of the classification on the occurrence and non-occurrence
of wind gust was 95.4%, 63.3%, 74.6%, and 73.7%, having a true positive rate of 41%,
43%, 45%, and 49% with a false positive rate of 47.7%, 45.5%, 63.5%, and 22.4%

respectively.
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Figure 4.6 ROC curve of the logistic regression model for wind gust prevalence for

Essendon Airport.

Figure 4.7 and Figure 4.8, reveals the pattern of gusty wind prevalence

percentage for the periods of the day, month and year and the crude percentage for the

selected stations. The horizontal line denotes the overall percentage of wind gust

prevalence. The wind gust patterns for the period of the day were significantly different

from the overall mean. The results were similar to the wind prevalence for all stations.

For the station of Avalon airport, Essendon airport and Viewbank, there were

quite similar patterns of the gusty wind prevalance. The highest gusty wind prevalence

was in period 5. The monthly gusty wind prevalance was below the average from March

to June. The yearly gusty wind prevalences were not different from the overall mean.
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For the Point Wilson station, the prevalance of gusty wind was below the
average from period 1 to period 4 and peak in period 6. Wind gust prevalence rates
were observed to be less than the overall mean from April to June. It decreases steadily
to attain its minimum (55%) in May and increases gradually to attain its maximum
(70%) in December. The yearly gusty wind prevalence patterns for the selected stations

were not significantly different from the overall mean between 2004 and 2005.
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Figure 4.7 The 95% confidence interval for the percentage of wind gusts for Avalon

Airport, Essendon Airport.
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Figure 4.8 The 95% confidence interval for the percentage of wind gusts for Point
Wilson, Viewbank.

Wind speed

The linear regression model (model 2) was fitted to the 3 hourly wind speed to
examine the trends. The model for 3 hourly period wind speed from 2004 -2008 was
also made of 3 predictors. There were 26 parameters, including the constant and AR(1)
terms in the model. Most of the parameters were highly significant and influential in

the model.
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Figure 4.9 Q-Q plot for the linear model of the wind speed for Avalon airport,

Essendon airport, Point Wilson, and Viewbank.
The coefficient of determination(r-squared) and the quantile-quantile plots was
used to evaluate the goodness of fit of the model. The plot (Figure 4.9) revealed an r-
squared value of 0.372, 0.381, 0.41, and 0.244 respectively shows that 37%, 38%, 41%,
and 24% of the wind speed patterns are explained by the model (2). The quantile-
quantile (Q-Q) plot illustrates that the residuals from the model are approximately
normally distributed, which shows that the model fitted the data reasonably well.

However, there were some deviations from the upper tail of the model. This deviation
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may be due to extreme values in the data and some variations that could not be

explained by the predictors.

Figure 4.10 and Figure 4.11 reveals the wind speed trend for the periods of the
day, month and year and the crude mean for the selected stations. The horizontal red
line denotes the overall mean of wind speed. The 95% confidence interval plot of the
wind speed revealed that the wind speed trends for the period of the day were

significantly different from the overall mean.

Four distinct trends were observed of the wind speed for selected stations,
Avalon airport revealed significant increasing trends from period 2 to period 5. The
declining trends were apparent from period 6 to period 8. The wind speed was higher
than the overall mean from period 3 to 6 (7 am to 6 pm). The wind speed trends were
observed to be higher than the overall mean from September to January. The yearly

wind speed trend was mostly below the overall mean from 2004 to 2006.

Essendon airport revealed a highest wind speed in period 4. The declining trends
were apparent from period 5 to period 8. The wind speed trends were observed to be
higher than the overall mean from September to January. It decreases gradually to attain
its minimum in May and increases steadily to attain its maximum in September. The

yearly wind speed trend was not difference from the overall mean.
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Figure 4.10 The 95% confidence interval of wind speed trends for Avalon Airport,

Essendon Airport.
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Figure 4.11 The 95% confidence interval of wind speed trends for Point Wilson,
Viewbank.

Point Wilson revealed the wind speed was higher than the overall mean from
period 4 to 6. The declining trends were apparent from period 6 to period 8. The wind
speed trends were observed to be higher than the overall mean from July to January. It
decreases gradually to attain its minimum in May and increases steadily to attain its
maximum in December. The yearly wind speed trend was mostly below the overall
mean but above the overall mean in 2007, where the maximum occurred. Viewbank
revealed significant increasing trends with the highest speed during period 4 and 5. The

highest wind speed in September. The yearly wind speed was high in 2007.
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CHAPTER 5

CONCLUSIONS AND DISCUSSIONS

This chapter summarized the findings of the wind patterns and trends in India
and Australia. Discussions of the findings, limitations, and recommendations are also

presented.

5.1 Conclusions and discussions
Region of India

The statistical models were used to investigate the pattern of the 4-hourly wind
observations during 2004-2008 in Calcutta. The logistic regression was used to model
the wind prevalence and wind gust prevalence. The overall wind prevalence was
observed to be 70% throughout the year. The period of the day factors revealed the
wind prevalence above the overall mean between 5 am to 4 pm (period 2 and period 4).
The observed monthly maximum wind prevalence of 90% in March and June and the
minimum wind prevalence occurred between October and December. The yearly wind
prevalence was mostly below the overall mean from 2004 to 2006 but above the overall
mean between 2007 and 2008, where the maximum occurred (85%). The results of
wind gust prevalence were similar to that of wind prevalence. This observed pattern
due to stronger breeze during earlier periods of the morning to afternoon (Zhong 1992).
The observed wind prevalence below the overall mean during the other periods of the
day due to the lighter land breeze during the night (Mandal et al. 2013). The observed
monthly maximum wind prevalence of 90% during March and June may be due to the
high rates of wind such as breeze, storm during the first and second quarter of the year

(Gadgil 2003, Rajeevan et al., 2012). However, the minimum wind prevalence occurred
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between October and December which may be as a result of the lighter rates of
windblown such as squall on the surface of the Earth (Gadgil 2003, Rajeevan et al.,
2012). The yearly wind prevalence was mostly below the overall mean from 2004 to
2006 but above the overall mean between 2007 and 2008, where the maximum occurred
(85%). This pattern was partly because of stronger breeze and monsoon winds during
the initial period of the decadal period from the year 2000, and lighter and weak

monsoon winds from the final period of decade 2000 (Kumar et al., 2006).

Linear regression model for the wind speed revealed a maximum wind speed
during 9 am to 12 pm (period 3), and the minimum wind speed during 5 pm to 4 am
(period 5, 6 and 1). The monthly wind speed trend showed maximum wind speed in
April, then decreasing trend from April to November (the minimum wind speed). The
observed trend due to the more vigorous intensity of sea breeze and prevailing wind
during early periods of the morning to afternoon and low intensity of land breeze and
prevailing wind during the night (Chaudhuri et al., 2013). The monthly wind speed
trend showed an increasing trend between January and April and reducing trend from
April to November; these observed trends partly due to vigorous variation of wind
speed near to the surface to the land (Torralba et al., 2017), global warming (Mclnnes
et al., 2011) strong monsoon (Loo et al., 2015), and weaker monsoon (Vishnu et al.,

2016).

The categories of wind velocity comprised of none/light, normal easterly,
normal westerly, gusty westerly, and gusty easterly. The multinomial regression
method used to describe the wind velocity categories pattern fits the data reasonably
well. These patterns of wind velocity categories were due to discrete wind variability

rates surrounding over Indian subcontinent landmass.
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The prevalence of gusty westerly and gusty easterly patterns was investigated.
The gusty westerly and easterly prevalence patterns for the periods of the day, month
and year illustrated distinct, varied patterns. The overall gusty westerly and easterly
prevalence were observed to be almost 5% all through the year. The periods of the day
factors revealed that the gusty westerly prevalence was above the overall mean between
5 am to 4 pm and below the overall mean during the other periods of the day. These
patterns of gusty westerly may be due to wind-induced ocean swell. The monthly
maximum gusty westerly prevalence of 9% was observed during February and July.
Also, the minimum gusty westerly prevalence occurred between August and December

(1%) and may be due to global warming and ocean warming (Mojgan et al., 2017).

The yearly gusty westerly wind prevalence was mostly below the overall mean
during most periods of 2005 to 2006 but was above the overall mean during 2004 while
the maximum of 7% occurred between 2007 and 2008. This pattern was partly because

of the monsoon and coastal currents (Rao et al., 2012).

Region of Australia

The 3-hourly wind patterns of four stations, Essendon airport, Avalon airport,
Point Wilson, and Viewbank, in Australia during 2004-2008 were investigated. The
logistic regression model fitted wind prevalence and wind gust pattern reasonably well.
The period of the day factors revealed the wind prevalence above the overall mean
between periods 4 and 6 for the observatories of Essendon airport, Avalon airport, and
Viewbank, and for period 5 to period 8 in the observatory of Viewbank. For the
observatories of Avalon airport, Essendon airport, and Point Wilson the observed
monthly maximum wind prevalence of 95% during January and February, and the

minimum wind prevalence occurred in July, April, and July. For these three stations,
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the yearly wind prevalence was not significantly different from the overall mean
between 2004 and 2005 but above the overall mean between 2007 where the maximum
occurred (40% to 85%). The results of the 95% confidence interval plot for the wind
gust was similar to that of wind prevalence. These observed patterns were due to
variability of the surface winds produced by the Asian Monsoon, seasonal variations in
the westerly winds in both hemispheres (Hemer, 2010), and temporal atmospheric

circulation variations (Troccoli et al., 2012) on the north and eastern Australian region.

Linear regression model of wind speed revealed that wind speed of Avalon
airport and Essendon airport stations were above the average from 7 am to 6 pm. The
wind speed trends were observed to be higher than the overall mean from September to
January. The yearly wind speed trend was mostly below the overall mean from 2004 to
2006, but above the overall mean between 2007 and 2008, where the maximum

occurred.

Point Wilson and Viewbank stations revealed the wind speed was higher than
the overall mean from 9 am to 6 pm. The wind speed trends were observed to be higher
than the overall mean from July to January. The yearly wind speed trend was mostly
below the overall mean but above the overall mean in 2007where the maximum

occurred.

These observed patterns were mainly due to significant variation of wind speed
rates. Research by (Kossin et al., 2014) narrates the cyclonic intensity and their
frequency changes. Maximum wind speeds are now occurring at higher latitudes than

in the past; and strong westerly winds and storms encircle Antarctica (Kemp and Dear,


https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2018JC014620#jgrc23410-bib-0016
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2018JC014620#jgrc23410-bib-0016
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1976; Sturman and Tapper, 2006), and easterly equatorial trade winds (Hendon et al.,

2014) over central Australia.

5.2 Limitations and recommendations

1. There are nine meteorological stations in India, but we could obtain consistent hourly
wind speed data from only one station. Further studies should include all nine stations
so that a more comprehensive estimate of the overall wind patterns in India can be

derived.

2. This study modeled 4- and 3-hourly wind data using common climatic predictors but
did not consider other variables that could affect wind patterns and trends such as air

pressure, solar radiation, and humidity.
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Summary of the 3-hourly wind data for all stations.
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Figure 1 The 3-hourly episode-based time-series graphs of wind speed for the station

of Essendon airport for the years 2004 and 2005.
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Wind Speed: Essendon Airport - Melbourne 2006
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Figure 2 The 3-hourly episode-based time-series graphs of wind speed for the station

of Essendon airport for the years 2006 and 2007.



72

Wind Speed: Essendon Airport - Melbourne 2008
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Figure 3 The 3-hourly episode-based time-series graphs of wind speed for the station
of Essendon airport for the year 2008.
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Wind Speed: Point Wilson - Melbourne 2004
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Figure 4 The 3-hourly episode-based time-series graphs of wind speed for the station
of Point Wilson for the years 2004 and 2005.
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Figure 5 The 3-hourly episode-based time-series graphs of wind speed for the station

of Point Wilson for the year 2006 and 2007.
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Figure 6 The 3-hourly episode-based time-series graphs of wind speed for the station

of Point Wilson for the year 2008.
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Figure 7 The 3-hourly episode-based time-series graphs of wind speed for the station

of Viewbank for the years 2004 and 2005.
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Figure 8 The 3-hourly episode-based time-series graphs of wind speed for the station

of Viewbank for the year 2006 and 2007.
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Figure 9: The 3-hourly episode-based time-series graphs of wind speed for the station

of Viewbank for the year 2008.
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Figure 10 The 3-hourly episode-based time-series graphs of wind direction in absolute

degrees for the station of Essendon airport for the year 2004 to 2008.
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Figure 11 The 3-hourly episode-based time-series graphs of wind direction in absolute

degrees for the station of Point Wilson for the year 2004 to 2008.
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Figure 12 The 3-hourly episode-based time-series graphs of wind direction in absolute

degrees for the station of Viewbank for the year 2004 to 2008.
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The rising energy demands of the world and minimal availability of conservative energy sources have
considerably increased the role of non-conventional sources of energy like solar and wind. The
modelling of the prevalence of wind speed and trends helps in estimating the energy produced from
wind farms. This study uses statistical models to analyse the wind patterns in India. Hourly wind data
during 2004-2008 were obtained from the National Renewable Energy Laboratory for the study. A
logistic regression model was initially used to investigate 4-hourly wind prevalence and the pattern of
wind gust. A linear regression model was then applied to investigate wind speed trends. The 4-hour
periods of the day, months, and year factors of wind were used as the independent variables in the
statistical analysis. The results showed that wind prevalence was mostly higher between 4 AM to 4
PM within the day (90%). Analysis of the monthly wind prevalence revealed higher percentage
between April to June (90%), while higher annual prevalence was revealed in 2007 and 2008 (85%).
Wind speed trends (4-hourly periods) was observed to increasing from 4 AM to 4 PM within which the
maximum occurred. Monthly wind speed was seen to be increasing from January to April where it
attains the maximum (13 ms™') and reduces it to minimum in November (3 ms'). Annual mean wind

speed has reduced by 4 ms' between 2004 and 2008.

INTRODUCTION

Wind plays a pivotal role in climate and weather on Earth’s
surfacc. The movement of wind on Earth’s surfacc has diversce
ranges of magnitudes, different directions and various time
intervals from minute to few hours. Wind circulation on the
Earth’s surfacc commonly known as wind prevalence
describes the motion of wind with internment momentarily
rates (Greene et al. 2010). The wind speed intriguing behav-
iour has a vast impact on global climate and weather condi-
tions (Csavina et al. 2014) nurturing of ecosystems, and
human life imbalance (Mitchell 2012). Wind gusts rapid
and internment speeds have an enormous influence on
climate and weather events (Cheng et al. 2014). In addition,
its extreme can causc cnormous damages or destruction to
human-made structures, devastation to humans and
ecosystems, and dangerous situations in aircrafis (Jain et al.
2001, Schindler et al. 2012, Jamaludin et al. 2016). It plays
a significant factor in wind characteristics often combined
and denoted as wind velocity. Further, six major wind belts,
three each in the northern and southern hemisphere, encircle
the surface of the Earth. These belts lie from pole to equator

namely polar casterlies, westerlies, and trade winds describe
the wind pattern on the Earth’s surface (Myrl 2012).

The variant behaviours of wind causc a difference in
absorption of solar energy among the climate zones of earth
and atmospheric circulation by differential heating between
cquator and poles (Chapin ct al. 2002). Therefore, wind with
its volatile behaviour can be used productively to harness
energy, operate transport and warfare equipment. Thus,
statistical analysis of wind characteristics will be beneficial.

In recent decades, many studies have investigated wind
patterns over the Earth’s surface. A study by Klink (2002)
investigated trends and interannual variability of wind speed
distributions in Minnesota. The research results showed
reducing wind speed trend below the overall mean for most
of the stations. However, only few stations showed increasing
trends above the overall mean. Nchaba et al. (2016) studied
long-term austral summer wind speed trends over southern
Africa. The results revealed evidence of a decline in wind
speeds, results in deceleration of mid latitude westerly, and
Atlantic southeasterly winds with a poleward shift in the
subtropical anticyclone. Increasing trends in the annual
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frequency of summer circulation weather types, and the
weakening of the subtropical continental heat. Another
study by Klink (1999) studied on trends in mean monthly
maximum and minimum surface wind spceds in the
coterminous United States, 1961 to 1990. The results showed
reducing trends in the maximum and minimum winds
observed in spring and summer reduced. The decreasing
wind speed occurred in western and southeastern United
States may be due to variable topography and high pressure
mostly all through the year. However, central and the
northeastern United States having gentle topography and
are near common storm tracks had the highest maximum
and minimum winds. Also, a study by Belt et al. (2013)
investigated European wind variability over 140 years. The
results revealed strong highly-variable wind in the north-
cast Atlantic. Also, findings do not show any clear long-
term trends in the wind speeds across Europe and the
variability between decades is large. However, the year 2010
had the lowest mean wind speed on record for this region.
Mohanan et al. (2011) investigated the probability
distribution of land surface wind speeds. The results
illustrated daytime surface wind speeds to be broadly con-
sistent, whereas night time surface wind speeds are more
positively skewed. However, in the mid latitudes, these
strongly positive skewnesses are shown to be associated
with conditions of strong surface stability and weak lower-
tropospheric wind shear. Morcover, rescarch by Troccoli ct
al. (2012) studied long-term wind speed trends over Aus-
tralia. The results showed that light winds tend to increase
morc rapidly than the mean winds, whercas strong winds
increase less rapidly than the mean winds. The trends in
both light and strong winds vary in line with the mean winds.
Chen et al. (2013) investigated wind speed trends over
China, quantifying the magnitudc and asscssing causality.
The results cxhibited pronounced downward trends cspe-
cially in the upper percentiles and during spring. The warm
and cold Arctic Oscillation and El Nifio-Southern Oscilla-
tion phases have significant influence on the probability
distribution of wind specds. Thus, intcrnal climatce variabil-
ity is a major source of both interannual and long-term vari-
ability.

Reddy et al. (2015) used statistical analysis to estimate
wind energy over Gadanki, India from 2007 to 2012 using
Weibull, Rayleigh and Gamma parametric methods. They
showed that Weibull distribution fitted well. A study by
Gupta & Biswas (2010) analysed wind velocity of Silchar
(Assam, India) from 2003-2007 by applying Raylcigh’s and
Weibull methods. The results revealed that average wind
velocity in Silchar is about 3.11 kmh', which is consider-
ably low. Lakshmanan et al. (2009) studied on the basic
wind speed map of India with long-term hourly wind data

from 1983-2005 using Gumbel method. The study results
showed that certain regions require improvement to higher
wind zones from the current benchmark wind zones. They
also suggested the need to revised basic wind speed map
with upgraded wind speed zones for India. Even though
many aspects of wind in India have been analysed, not much
has been on the description of wind prevalence rates, wind
speed trends and wind gust patterns. The objectives of this
study are Lo describe the wind and wind gust prevalences
and analysc the wind speed patterns using statistical mod-
cls.

MATERIALS AND METHODS

India has nine meteorological stations specified by National
Renewable Energy Laboratory (NREL). Hourly wind obser-
vations from Calcutta during 2004-2008 were obtained from
NREL (https://www.nrel.gov/international/ra_india.html)
for the study. This station was selected due to its subtropi-
cal climatc with moist (rain-bearing) winds and frequent
thunderstorms (Mukhopadhyay et al. 2009). The winds can
vary from frigid winds, may be related to large storm sys-
tems such as Nor’westers and Western disturbances (Reddy
2008). It is also in wind and cyclone zonc of very ‘high
damage risk’” (UNDP 2006).

Data were arranged based on the Earth’s surface wind
dircction patterns for Indian subcontinent (Wicgand 2004,
Kious & Tilling 1996, IMD 2015). The data, which did not
fall under the wind direction for the particular month, were
discarded from the study resulting in 38,157 observations
during the period of study. The hourly wind occurrence had
[luctuations that were smoothened by accumulating data to
4 hour periods, and these were used for the analysis. The
measurements recorded for consccutive 4-hourly periods
were associated as per the well-known ancient time metrics
of Babylon and Egyptian system which can be represented
in 4-hourly periods of 6 intervals of a day (Gillings 1972).
Morcover, 6 periods of 4 hours cach of the day classified
into clear time intervals like mid-night, dawn, morning, noon,
mid-noon, night (Glickman & Zenk 2000) which is indi-
cated as a period of the day, and other predictors arc months
and year. Observations on February 29 were discarded to
have uniform number of observations for each year and also
associated with heuristic 365 day climate data observations,
therefore totalling to 9,540 observations for the study.

STATISTICAL METHODS

Logistic regression was initially fitted to model the preva-
lence of 4-hourly wind. The 4-hourly wind speed lcss than
0.775 ms™ was kept as the non-occurrence of wind, and at
least 0.775 ms™' was considered as the occurrence of wind.

Vol. 18, No. 1, 2019 e Nature Environment and Pollution Technology
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In modeclling the prevalence of 4-hourly wind, if p,is the
probability of wind for the ith period in the data set, re-
stricted on the variables x,, then the model takes the form:

ln[l_Lip_]:a+ﬁ1"’1+ﬂ2x2+-“+ﬁznxun (D)

Where, « isaconstant, f, (i =1,2,3,...,m) are the slope
cocfficients of the model and x, (i =1,2,3,...,m) arc the
predictors and m is the number of predictors. The predictors
arc the 4-hourly periods, month and ycar factors.

Model (1) was also used to estimate the prevalence of
wind gust. Wind speed of at least 5 ms™ (Geer 1996) was
classified as gust occurrence and classified as the non-oc-
currence of a gust if otherwise. The modelling process of
cstimating the wind gust occurrence is similar to that of the
wind prevalence. The predictors are also the 4-hourly
periods, month and year factors. These models were assessed
using the receiver operating characteristic (ROC) curve.

The ROC curve is popularly known for determining the
capability of prediction a binary outcome (Westin 2001).
The ROC curve plots sensitivity against the false positive
rate of the 4-hourly wind prevalence.

Multiple regression was then used to describe the trends
of wind speed of at least 0.775 ms™. The model takes the
form

Y =G+ Bix, + :Bzxj +BX +7,0s -2

Where, y. represents wind speed trends, @ is a con-
stant, f3’s are the regression coefficients, X,,X;, X, is time
indicating the predictors 4-hour periods, month and year, }
denotes the regression cocfficients of the trimmed lag 1 term
and -1 indicates lag 1 period. The goodness of fit of the
model was assessed using the coefficient of determination

(R-squarc) and the Q-Q plots.

Further, since the normality assumption was not satis-
fied as the data were not normally distributed, due to heavy
tails; the wind speed values were transformed by square
roots, to satisfy the statistical assumption of normality. Sub-
scquently, the wind speed observation anomalics were fil-
tered by removing the auto correlations at lag 1 term
(Chatfield 1996). The filtered autocorrelations at lag 1 term
were then added to fit lincar regression model (Venables &
Ripley 2002) that investigated the wind speed trends.

The sum contrasts (Tongkumchum & McNeil 2009) were
applied to obtain 95% confidence intervals (CI) to compare
the fitted model means with the overall wind means. This
contrast gives criteria to classify levels of the factor into
three groups, according to whether each relating Cl is greater
than or equal to, or is less than the overall mean. All analy-

sis was donc in R (R Development Core Team 2008)
RESULTS

A logistic regression model was fitted to 4-hourly wind pe-
riods for 2004-2008.

The model for the 4-hourly mean of wind prevalence
was made of 3 predictors. The first predictor was the 4-hourly
period of the day and had 6 factors, the second predictor
was the months with 12 factors, and the third factor was the
year having 5 factors. There were 24 parameters including
the constant term in the model. The parameters were highly
significant and influential in the model.

Assessing the goodness of fit of the model by the ROC
curve (Fig. 1) revealed an arca under ROC curve (AUC)
value of 0.75 which show a sound classification of the preva-
lence and non-occurrence of wind.

The overall accuracy of the classification on the occur-
rence and non-occurrence of wind was 85% having a true
positive rate of 99.7% with a false positive rate of 61.5%.

The plot of confidence intervals illustrates the pattern
of wind prevalence percentage for period of the day, month
and year and the crude percentage (Fig. 2). The horizontal
red line denotes the overall mean of the wind prevalence,
which is approximately 70%.

Analysis of the 95% confidence interval plots revealed
that the wind prevalence patterns for period of the day were
significantly different from the overall mean.

The period from dawn (period 2) to afternoon (period 4)
observed high wind prevalence rates with the maximum

ROC Curves: Logistic Models

Sensitivity Any 4-Hourly Wind in Calcutta

1.0q =
Sensitivity=99.7%

0.84

0.6
AUC=0.748

0.44

0.2 FalsePositiveRate=61.5%

— 4Hr+Mon+Yr

0.0 02 04 06 08 10
False positive rate

0.0

Fig. 1: ROC curve of the logistic model for 4-hour period of wind
to investigate the prevalence of wind.
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Fig. 2: Logistic model confidence interval plot for percentages ol wind prevalence.

prevalence of around 90% observed in noon (period 3). The
low wind prevalence rates were observed from midnight to
dawn (period 1), evening (period 5) tonight (period 6) with
the minimum prevalence of around 50 % in the night (pe-
riod 6) respectively.

The monthly wind prevalence patterns were observed to
have high wind prevalence rates from March to July with
maximum wind prevalence of 90% observed in April. Mod-
erate wind prevalence rate was observed during August and
September with modest wind prevalence of 70% aligned
with the overall mean. Wind prevalence rates were observed
to be less than the overall mean during January and February.
It increascs gradually to attain its maximum (90%) in April,

ROC Curves: Logistic Models
Sensitivity 4-hourly Wind Gust (> 5 m/s) in Calcutta
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Fig. 3: ROC curve of the logistic regression model for
the 4-hourly wind gust prevalence.

decreases steadily, attain its minimum (30%) in November.

The yearly wind prevalence patterns were not signifi-
cantly different from the overall mean between 2004 and
2005. It reduced considerably to its minimum in 2006 and
rosc stcadily to its maximum in 2007, where it began to
reduce slightly. The yearly wind prevalence ranged from 50
1o 85% and observed to be higher than the overall mean
between 2007 and 2008.

Model (1) was also used to examine the 4-hourly period
wind gust prevalence from 2004-2008. The 4-hourly mean
wind gust prevalence model was also made of 3 predictors.

Assessing the goodness of fit of the model by the ROC
curve (Fig. 3) revealed an arca under ROC curve (AUC)
value of 0.61 which show classification of the occurrence
and non-occurrence of wind. The overall accuracy of the
classification on the occurrence and non-occurrence of wind
gust was 81.67% having a true positive rate of 89.7% with a
[alse positive rate of 23.7%.

In Fig. 4, the horizontal line denotes the overall mean of
the prevalence of wind gusts, which is around 10 % during
the study period. The wind gust patterns for period of the
day were significantly different from the overall mean. The
period from midnight (period 1) to noon (period 3) observed
incrcasing wind gust prevalence rates with the maximum
prevalence of around 18% observed in noon (period 3). It
then decreases steadily from this period to the night. The
minimum wind gust prevalence of 4% occurred in midnight
(period 1).

The monthly wind gust patterns revealed increasing
pattern from January to April, where the maximum was at-
tained. It was constant between April and decreases steadily
until August, where it incrcascd again until Scptember. It
then decreases sharply to minimum in November. The wind

Vol. 18, No. 1, 2019 e Nature Environment and Pollution Technology
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Tig. 4: The 95% confidence interval plot for the percentage of wind gusts using logistic regression.

4-hour Windy Periods gust prevalence was observed to be mostly above the over-
Residuals  Sqrt-Linear Model: 4-hour Averages all mean between March and September.
r-squared: 0.432 e The yearly wind gust prevalence revealed decreasing

pattern from 2004 to 2006, where it attained the minimum
of 4% and increased sharply to its maximum of 14% in
2007. There was a decreasing pattern between 2007 and
2008.

The linear regression model (model 2) was fitted to the
4-hourly wind spced to cxaminc the trends. The model for
4-hourly period wind speed from 2004 -2008 was also made
of 3 predictors. There were 25 parameters including the con-
stant and AR(1) terms in the model. Most of the parameters
were highly significant and influential in the model. The
cocfficient of determination (r-squarcd) and the quantile-

Wind Speed at Calcutta: 2004-2008

4 '2.|_h i OI il B 41 quantile plots was used to evaluate the goodness of fit of
agwatical Quanuies the model. The r-squared value of 0.432 shows that 43% of
Fig. 5: Q-Q plots for the linear model of the wind speed. the wind speed patterns arc cxplained by the model (2).

Wind Speed (mfs) 6646 Windy 4-Hour Periods at Calcutta Meteorological Station

* UnAdj Means
121 + Conf Intervals
&
101 * L\\ r
Y Vo
. *
L *

pabe<0000t, |, , , p<00oot | | pvave <0000t
12 34 586 JFMAMJ JASOND 04 05 06 07 08
Period of Day Month of Year Year after 2000

Note:- 1 = After 1AM and Before 4AM, 2 = After 5AM and Before 8AM, 3 = After 9AM and Before 12PM
4 = After 1PM and Before 4PM, 5 = After 5PM and Before 8PM, 6 = After 9PM and Before 12PM
The hour denotes the starting hour of the 4-hour time period

Fig. 6: Lincar modcl confidence interval plot of wind speed trends.
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The quantile-quantile (Q-Q) plot illustrates that the
residuals from the model are approximately normally dis-
tributed (Fig. 5) which shows that the model fitted the data
rcasonably well. However, there were some deviations from
the upper tail of the model. This deviation may be due to
extreme values in the data and some variations that could
not be explained by the predictors.

Fig. 6, the horizontal linc denotes the overall mean of
the wind speed is approximately 9 ms*. The wind speed
trends for the period of the day were significantly dilferent
from the overall mean. The period during dawn (period 2) to
noon (period 3) had the maximum wind speed of around 13
ms™' observed during noon (period 3). Moderate wind speed
trend was observed during the afternoon (period 4) with a
modest wind speed of approximately 9 ms™ aligning with
overall mean. The low wind speed trends were obscrved
during midnight (period 1) to dawn (period 2), evening (pe-
riod 5) to night (period 6) with a minimum wind speed of
around 6 ms™” in midnight (period 1) respectively.

The monthly wind speed trends revealed rising trends
during April to June with a maximum wind speed of around
13 ms™ observed during April. Moderate wind speed trend
was observed during March and July to September with a
modest wind speed of approximately 9 ms™” aligning with
overall mean. The low wind speed trends were observed
during January to February, and October to December with
a minimum wind spced of around 3 ms™ in November. The
monthly and yearly wind speed trends revealed values either
greater, equal to or lower than the overall mean. The yearly
wind speed revealed increasing trends during 2004 and 2005
with a maximum wind speed of around 11 ms™ observed
during 2004. Moderate wind speed was observed during
2007 with a modest wind speed of approximately 9 ms™!
aligning with overall mean. The reducing trends were
obscrved during 2006 and 2008 with a minimum wind speed
of around 7 ms™ in 2006.

CONCLUSION AND DISCUSSION

Statistical models were used to investigate the 4-hourly
wind observations of Calcutta, India during 2004-2008. The
wind and wind gust prevalence patterns together with the
wind speed trends were investigated. The wind prevalence
pattern, wind speed trend and wind gust prevalence for the
period of the day, month and ycar illustrated distinct
divergent patterns. Logistic regression model fitted wind
prevalence and wind gust pattern reasonably well. The
ovcerall wind prevalence was obscrved to be 70% all through
the year. The period of the day factors revealed the wind
prevalence above the overall mean between period 2 and
period 4. This pattern may be due to stronger brecze during

carly morning to afternoon (Zhong 1992). The obscrved
wind prevalence below the overall mean during the other
periods of the day may be due to lighter land breeze during
the night (Mandal ct al. 2013). The observed monthly maxi-
mum wind prevalence of 90% during March and June may
be due to the high rates of wind such as breeze, storm during
the first and second quarter of the year (Gadgil 2003,
Rajeevan et al. 2012). However, the minimum wind
prevalence occurred between October and December which
may be as a result of the lighter rates of wind blown such as
squall on the surface of the Earth (Gadgil 2003, Rajeevan ct
al. 2012). The yearly wind prevalence was mostly below the
overall mean during 2004 to 2006, but above the overall
mean between 2007 and 2008 where the maximum occurred
(85%). This pattern was partly because of stronger breeze
and monsoon winds during the initial period of the decadal
period from the year 2000, and lighter and weak monsoon
winds from the final period of decade 2000 (Kumar et al.
2006). The results of the 95% confidence interval plot for
the wind gust was similar to that of wind prevalence.

Linear regression model revealed an increasing trend
for the period of the day factors period 1 to period 3 and
decreasing trend between period 3 and period 6. The observed
trend may be due to the stronger intensity of sca breeze and
prevailing wind during early morning to afternoon and low
intensity of land breeze and prevailing wind during the night
(Chaudhuri ct al. 2013). The monthly wind speed trend
showed increasing trend between January and April and
reducing trend [rom April to November. These (rends
obscrved partly due to vigorous variation of wind speed
near to the surface of the land (Torralba et al. 2017), global
warming (Mclnnes et al. 2011) strong monsoon (Loo et al.
2015), and weaker monsoon (Vishnu et al. 2016). The yearly
wind speed trend displayed reducing trend between 2004
and 2006 and incrcasing trend between 2007 and 2008.
This observed trends may be due to the effect of global
warming and ocean warming on monsoon patterns (Mojgan
ct al. 2017).

This study has provided a description of wind trends
and patterns, which helps in obtaining descriptive and
knowledgeable information of wind circulation over Cal-
cutta, India. These trends are vital in the development of
wind resources distribution in scveral arcas of India. Future
studies on wind could include data on dewpoint, wind chill
and heat index along with different statistical methods.
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ABSTRACT

Knowledge of weather and climate events such as thunderstorms, cyclones and hurricane play a vital role
in the management of natural hazards. This study uses statistical models to describe patterns of wind
velocity in India. Hourly wind observations during 2004-2008 were obtained from the National Renewable
Energy Laboratory for the study. The multinomial model was used to describe the patterns of wind velocity
categories and logistic regression to investigate the prevalence of extreme wind velocity categories. The
multinomial model fitted the data quite well in describing the prevalence patterns of wind categories.
Analysis of the logistic regression model revealed that gusty westerly and easterly winds prevalence were
mostly higher between 4 AM to 4 PM and 4 AM to 12 PM within the day (9% and 8%) respectively. Monthly
gusty westerly and easterly winds have higher percentage between January to April (9%) and January to
March (9%) while higher prevalence was revealed in 2007 (7%) and 2004 (8%) respectively.

Key words : Statistical modelling, Gusty prevalence, Wind velocity categories.

Introduction

The dynamic and combined form of wind speed
and wind direction often popularly known as wind
velocity form a quint essential aspect of wind char-
acteristics. Wind velocity prominent nature is its in-
tensity, impactand vigorous speed. It plays a vital
role in the environment, climate, and weather on
Earth’s surface. The wind velocity movement pat-
tern on Earth’s surface scales in diverse ranges of
magnitudes, various directions and rapid intensity
with time intervals from minute to few hours. The
more interesting nature of wind velocity on the sur-
face of the Earth is often referred to as wind veloc-
ity gradient or wind shear. The divergent move-
ment patterns of wind velocity aids ingaining

knowledgeable information on climate and
weather, illustrate valued figures in weather analy-
sis and forecast, provide critical data to aircraft navi-
gation systems, improve familiarity on global
warming, climate change and renewable energy.
Wind velocity act as chief driving forces for other
climatological factors such as rain, solar radiation,
and sand (Udo et al., 2008; Daut et al., 2011). Besides,
its sporadic behaviour can cause damages to hu-
man-built structures, human life, ecosystems
andpossibly affect climate change and fatal situa-
tions in aeroplanes (Wang et al., 2013; Schindler et
al., 2012; Suomi, 2017). However, the importance of
wind velocity and its volatile behaviour can be used
productively.

Numerous studies over the globe have investi-
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gated wind velocity patterns. A study by Pérez
Foguet (2014) investigated the characterisation of
local wind patterns in complex mountain valleys in
Peru. The study showed that wind speed and direc-
tion were found to be relevant in wind pattern
characterisation. In particular, both parameters have
proven helpful in identifying and quantifying the
prevailing winds during cold dawns and thermal
inversion periods. Mistral and tramontane wind
speed and wind direction patterns in regional cli-
mate simulations in southern France and by
Obermann et al. (2018) in the northwestern Mediter-
ranean Sea displayed mistral and (or) tramontane
events. Most of the simulations underestimated (by
13 % on average) the wind speed over the Mediter-
ranean Sea. The underestimation effect is most sub-
stantial at the lateral borders of the main flow-the
flow width. All the simulations of this study show a
clockwise wind direction bias over the sea during
the mistral and tramontane events. It is essential to
know the other wind factors such as wind velocity
analysis and trends associated with the global wind
velocity patterns (Galdies, 2011). Wind velocity in-
fluence the ecosystems (Dinulica et al., 2016), mea-
surement of wind events (DePaul and Sheih, 1986).
It also essential in the production of renewable en-
ergy (Simley et al., 2016). Further, various studies
have described the significance of wind velocity
patterns on the surface of the Earth. These studies
include the analysis of long-term trends of wind ve-
locity (Keevallik ef al., 2008), seasonal trends
(Ahmadi and Udo, 2016) and interannual and
multidecadal intervals (Ganske et al., 2016).
Hewston and Dorling (2011) examined the ob-
served daily maximum wind gusts in the UK. They
revealed an increase in maximum daily gust across
the UK between 1959 and the early 1990s and a de-
crease in gust speeds since 1993. There was a very
slight increase in wind gust over the longer periods
during 1959-2001. The severity of individual wind-
storm events was observed in recent years. How-
ever, the daily cycle is identified from the station
observations in the timing of the daily maximum
gust speeds, with an afternoon peak occurring be-
tween 12:00-15:00, exhibiting spatial and intra-an-
nual variations. In addition, Bardal and Saetran
(2016) investigated wind gust factors in a coastal
wind climate at Froya Island, Norway. They re-
vealed that the peak factor of gustiness decreases
with increasing turbulence strength and average
time. However, gustiness is less dependent on at-
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mospheric stability. Das and Bhattacharjee (2016)
examined the inter-relationship between wind di-
rection and wind speed for five meteorological sta-
tions across Assam, India. The results showed that
wind from northeast direction during both morning
and evening and the association between wind
speed and direction for the winter season is non-sig-
nificant for all the five meteorological stations.

Statistical methods are widely applied for the
analysis of wind velocity. Non-homogeneous
Markov-switching autoregressive models used to
describe wind time series observations for the Is-
land of Ouessant (France) by Ailliot and Monbet
(2012) described the properties of the data quite
well. Moreover, investigation on the tree damage
risk factors associated with large, infrequent wind
disturbances of Carolina forests using logistic re-
gression revealed that the model well predicted the
tree damage increases with spatial scale. They ex-
plained the importance of examining broad geo-
graphical patterns when assessing risk factors for
broad-scale disturbances such as windstorms Xi et
al. (2008). Furthermore, the extreme value statistical
analysis of meteorological parameters observed at
Kudankulam site during 2004-2014 (Prabhu et al.,
2016) estimated wind gust at 10 meters height. They
revealed variations in the estimated meteorological
parameter.

The present study assesses and describe the oc-
currence of wind velocity patterns and investigate
extreme wind velocity categories of gusty westerly
and easterly using statistical models.

Materials and Methods

Hourly wind observations from 2004-2008 were
obtained for Calcutta from National Renewable En-
ergy Limited (NREL) USA (https:/ /www .nrel.gov/
international /ra_india.html) for the study. The
hourly wind observations were arranged on the ba-
sis of the wind direction patterns for Indian subcon-
tinent (Wiegand, 2004; Kious and Tilling 1996; IMD,
2015). The annual wind direction patterns for the
Indian subcontinent are described as north, north-
east, north-west, south-west and south from Decem-
ber to February. It also includes south, north-west,
north-east, south-west and south-east from March
to May and south-west and north-east from June to
September, and north-east, south-east, south, south-
west and north-west from October to November re-
spectively.
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The data which did not fall under the wind direc-
tion for the particular month were discarded from
the study resulting in 38,157 observations during
the period of the study. The wind speed values and
wind direction values were discrete, combined, and
nominally ordered on the heuristic basis and classi-
fied as wind velocity. The data were classified into
the following forms of wind velocity, namely
None/Light, Normal-easterly, Normal-westerly,
Gusty-easterlyand Gusty-westerlyas described in
the left panel of Table 1.

Gusty-easterly and Gusty-westerly categories
were classed as extreme wind velocity categories
due to its extreme wind speed heuristically (> 5
mps) combined with direction. The naming conven-
tion of wind velocity categories is given on the left
panel of Table 1. The category was labelled as none/
light due tothe low magnitude of wind speed. It is
very highly improbable to measure the wind direc-
tion for very low magnitude wind heuristically.
Therefore the magnitude of wind speed and wind
direction is omitted from naming convention of this
wind velocity category. However, other wind veloc-
ity categories mentioned in Table 1 is termed as heu-
ristic wind speed and wind direction values.

The hourly wind velocity categories had fluctua-
tions that were smoothened by computing the 4
hour periods, and these were used for the analysis.
The consecutive 4 hourly periods measurement for
wind velocity recorded were notably associated
with the primitive time metrics of Babylon and
Egyptian system which can be represented in 4
hourly periods of 6 intervals of a day (Gillings,
1972). The station of Calcutta was selected due to its
consistent 4-hourly wind data and it is also in the
wind and cyclone zone with a very high damage
risk (UNDP, 2006). Observations on February 29
were omitted to have an equal number of observa-
tions for each year. Therefore there were 9,540
observationsfor the study.

The four hourly wind average observations were
modelled using the six periods of 4 hours each of

Table 1. Wind velocity classification
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the day, classified into clear time intervals like mid-
night, dawn, morning, noon, mid-noon, night
(Glickman and Zenk, 2000) and indicated as a pe-
riod of the day, months and year factors as the pre-
dictors.

Statistical methods

The multinomial model was applied to investigate
the probabilities of occurrence of the various wind
velocity categories with the predictors. The model
takes the form

exp[ak +Z[)’jkxj]

- Jj=l
l+icxp[ak +iﬁjkxj] - (1)
k=1 =]

where p, is the probability of the wind velocity
categories, k indicates a number of wind velocity
categories explained as when ¢ = 5 outcome catego-
ries of wind velocity. The x, is the matrix indicating
4-hour periods, month and year, 3, is regression co-
efficients for outcome variable k, and the vector j, m
indicates the number of predictors while ¢ is a con-
stant for the categories of outcome k.

In the investigation of the prevalence of extreme
wind, a separate logistic regression model was fitted
to 4-hourly extreme wind velocity categories of
gusty easterly and gusty westerly observations. The
monthly data had fluctuations due to seasonal ef-
fects. To smoothen these fluctuations out, bimestrial
readings of the month were used. The logistic re-
gression model takes the form:

ln(l P ]=a+ﬂ1xl+ﬂ2x2+/33x3
-p

7,

2 {2)

In formula (2), p is the probability of wind veloc-
ity prevalence for categories of gusty westerly and
gusty easterly, o is constant, f3’s are regression co-

wind speed and direction classification

wind speed (mps) and direction values

None /Light
Normal-easterly
Normal-westerly
Gusty-easterly
Gusty-westerly

wind speed > 0 and < 0.775, wind direction > 0° and < 90°
wind speed > 0.775 and < 5, wind direction > 90° and < 180°
wind speed > 0.775 and < 5, wind direction > 180° and < 360°
wind speed > 5 ,wind direction > 90° and < 180°

wind speed > 5,wind direction > 180° and < 360°
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efficients, and x,, x,,x, are the predictors for the fac-
tors 4- hour periods, month (bi-monthly) and year
respectively.

The sum contrasts were applied to attain 95%
confidence intervals (CI) to compare the fitted
model means with the overall wind means. This
contrast provides the scale to classify levels of the
factor into three groups, according to whether each
relating Cl is greater than or equal to, or is less than
the overall mean (Tongkumchum and McNeil,
2009). All analysis was done in R(R Development
Core Team, 2008).

The Receiver Operating Characteristic (ROC)
curve provided a measure of goodness-of-fit for the
model. The ROC curve is widely known for deter-
mining the capability of prediction of a binary out-
come. It plots the sensitivity (probability of positive
outcomes correctly predicted by the model) against
the false positive rate (probability of all outcomes

Table 2. The results of the multinomial modelling
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incorrectly predicted by the model) of the 4 hourly
wind velocity categories.

Results

The results of the multinomial regression method
applied to model the occurrence probabilities of the
4 hourly wind velocity categories during 2004-2008
have been given in Table 2. The model for the wind
velocity categories was made of 3 predictors, the 4-
hourly period of the day, the months, and the years.
There were 24 parameters including the constant
term in the model. The parameters were highly sig-
nificant (p<0.01) in the model. The overall fitted
multinomial model was significant (p < 0.01).
Table 2 gives the relative risk ratios of the model
coefficients. These ratios which are the
exponentiated values of the logit coefficients pro-
vides a description of the model coefficients. Table

none/light Normal- Normal- Gusty- Gusty-
easterly westerly easterly westerly

Constant -3.373 -2.335° -0.861° -14.033 -5.633°
Period Factors (4hrs)
1:1 AM-4 AM -1.188 0.058 52.446 49.624 55.256
2: 5 AM-8 AM 0.949 1.998" 2113 2.936' 3.909°
3:9 AM-12 AM 1.990 2.956" 3.158" 4228 5.543°
4:1 PM-4PM 0.362 1.548" 1.352 2226 3577
5: 5 PM-8 PM -0.857 2.600" 0.880" 12.461 3.345
6:9 PM-12 PM -1.283 -0.044 -0.179° 0.027 0.437
Month Factors
January -0.737 0.076 57.780 54.101 61.375
February -0.542 0.860" -0.116 8.997 0.991°
March 0.360 1.839° 0.672 10.642 2.488°
April 1.640 3.243" 1.705° 12.739 4.369
May 0.932 2.600 0.880" 12.461 3.345
June 0.542 2.505° -0.022 12.236 1.964°
July 0.469 2317 0.327 11.451 2.189°
August 0.113 21017 -0.250° 11.226 0.809
September -0.130 1.797" -0.399 11.125 0.881"
October -1.475 0.493" -1.616" 8.839 -1.213°
November -2.095 -0.486" -1.671° -4.300° -2.665
December -1.314 0.120 -0.805" -4.602" -0.557
Year Factors
2004 0.011 0.052 69.497 67.289 71.619
2005 -0.119 0.067 -0.295 -0.234 -0.728"
2006 -1.094 -0.907° -1.132" -2.139° -2.370°
2007 0.806 0.520° 1.053" 1.126° 0.740°
2008 0.719 0.350" 1.093" 0.604" 0.635

Note: * the parameter is significant
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2, revealed that, the none/light wind as the refer-
ence category, if all variables are kept constant, a
unit increase in wind velocity in period 1 means
that, there will be 0.058, 52.446, 49.624 and 55.256
times more likely to stay in the normal-easterly,
normal-westerly, gusty-easterly and gusty-westerly
categories respectively relative to it staying in the
none/light wind category. However, these relative
ratios were not significant. In general, analysis of
the various wind categories during periods (1-6)
revealed that a unit increase of wind velocity in any
period will result in wind velocity that is more
likely to stay in the gusty-westerly category. These
results were highly significant in all periods except
in period 1 and 6.

For the monthly wind pattern, Table 2 revealed
that a unit increase in wind velocity in January will
result in 61.375, 54.101, 57.780 and 0.076 times more
likely to stay in gusty-westerly, gusty-easterly, nor-
mal-westerly and normal-easterly categories respec-
tively, relative to it staying in the none/light wind
category. The gusty easterly wind is highly expected
from February to December since a unit increase in
the wind during these months results in higher ra-
tios relative to other wind categories. Considering
the annual factors, a unit increase in wind velocity
resulted in the high gusty westerly wind category in
2004, while high normal easterly wind velocity ob-
served during 2005-2006. In addition, high gusty
easterly wind velocity was observed in 2007 while
normal westerly wind velocity was prevalent in
2008.

The goodness of fit of the multinomial model for
the occurrence probabilities for the various wind
velocity categories, ROC curve revealed that unlike
the normal easterly and westerly, which show poor
classification, the remaining wind categories events
did fairly well. ROC curve revealed an area under
the ROC curve values of 0.69, 0.38 and 0.46 for wind
velocity categories of none/light, normal easterly
and normal westerly respectively.

The overall accuracy of the classification on the
occurrence and non-occurrence of the various wind
categories were 30%, 31%, 28%, 5%, and 4% having
a true positive rate of 64%, 51%, 18%, 8%, and 34%
with a false positive rate of 15.6%, 21.3%, 33%, 4%,
and 3.4% respectively. These indicators depict a rea-
sonable fit of the model to the data.

The logistic regression modelling of the 4-hourly
mean wind velocity category of gusty westerly and
easterly was fixed with 3 predictors, the 4-hourly
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ROC Curves: Multinomial Model
Sensitivity 4-Hourly Wind Velocity in Calcutta: 2004-2008

1.0

0.8
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— None/Light Wind
— Normal-easterly
" Normal-westerly
— Gusty-easterly
— Gusty-westerly

02

0.0— T T T T
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False positive rate
Note:- Sensitivity/AUC/True positive rate values
are in same order of legend
FalsePositiveRate - 15.6%,21.3%,33%,4%,3.4%
Sensitivity - 4%,51%,18%,8%,34%
AUC - 0.685,0.382,0.462,0.599,0.647
Fig. 1. ROC curves for the multinomial model to evalu-

ate wind velocity categories

period of the day, the bi-monthly, and the year with
17 parameters including the constant term in the
models. The parameters were highly significant in
the models.

Evaluation of the fitted logistic regression model
with the ROC curve (Fig. 2) shows that the model
with a 4-hour period, bi-month are reasonable and
provide a good description of the main features of
the data.

AUC values of 0.60 and 0.65 were observed for

ROC Curves: Logistic Models
Sensitivity

1.01

0.8

0.6

0.41

0.2

4-hour Gusty Westerly
— 4-hour Gusty Easterly

0.0~ - - - - -
0.0 0.2 04 06 08 1.0

False positive rate
4-hourly Gusty Westerly & Easterly Prevelance in Calcutta

Fig. 2. ROC curves for the logistic regression model to
assess the wind velocity category of gusty west-
erly and easterly
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the gusty easterly and gusty westerly respectively.
These values show a fair classification of the preva-
lence and non-occurrence of wind velocity catego-
ries.

The plot of confidence intervals illustrates the
gusty westerly and easterly prevalence percentage
respectively for a period of the day, month and year
(Figure 3 and 4) and the crude percentage. The hori-
zontal line denotes the overall mean of the gusty
westerly and easterly prevalence of approximately
5%. The gusty westerly prevalence patterns for the
period of the day were significantly different from
the overall mean (Figure 3).

The period from dawn (Period 2) to afternoon
(Period 4) observed high westerly gust prevalence
rates with the maximum gusty westerly prevalence
of around 9% observed in the noon (Period 3). The
low gusty easterly prevalence rates were observed
from midnight to dawn (Period 1), evening (Period
5) to the night (Period 6) with minimum westerly
gust prevalence of around 1 % in dawn (Period 1)
respectively.

The monthly gusty westerly prevalence patterns
revealed a sharp increase in prevalence from Janu-
ary to April where it attained its maximum (9%)
above the overall mean then it reduced rapidly from
April to December to attain its minimum (1%) be-
low the overall mean.

The yearly gusty westerly prevalence patterns
revealed an instant decrease in gusty westerly
prevalence from 2004 to 2006. It then attained its
minimum of 2% below the overall mean after that, it
had severe increase to attain its maximum of almost
7% above the overall mean in 2007 and a gradual
decrease towards 2008.

The gusty easterly wind gust patterns for the pe-
riod of the day were also significantly different from
the overall mean (Figure 4). During (period 1) at
dawn to (period 3) noon illustrated a quick increase

Gusty Westery Wind Prevalence (%]

19 ~—— Overall Mean

. .

b m
3 -
7 \f\‘ A s *\/
/ : s 3
o &
H o203 5 8 JFE MA MJ JA SO ND 04 05 06 07 08
Period of Day Months Year after 2000

Note:- 1 = After 1AM and Before 4AM, 2 = After SAM and Before 8AM, 3 = After 9AM and Before 12PM

4 = After 1PM and Before 4PM, 5 = After 5PM and Before BPM, 6 = After 8PM and Before 12P!

The hour denotes the starting hour of the 4-hour time period

Fig. 3. Confidence interval plot of gusty westerly wind
prevalence for the logistic model.

9540 4-Hourly Records from Calcutta: 2004-2008
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of prevalence where it attained its maximum of al-
most 8% above the overall mean, after that, it de-
creased rapidly during (period 3) to (period 6) at
night aligning with the overall mean. The minimum
prevalence was observed in (period 1) at midnight
(2%).

Gusty Easterly Wind Prevalence (%)

10

9540 4-Hourly Records from Calcutia: 2004-2008

1 [PEtn .
\.',.

04 05 06 07 08
Year after 2000

6 JF MA MJ JA SO ND

2 3
Period 01 Day
Note:- 1 = After 1AM and Before 4AM, 2 = After SAM and Before 8AM, 3 = After SAM and Before 12PM
4 = After 1PM and Before 4PM, 5 = After SPM and Before 8PM, 6 = After 9PM and Before 12PM
“The hour denotes the starting hour of the 4-hour time period

Fig. 4. Confidence interval plot of gusty easterly wind
prevalence for the logistic model.

The monthly gusty easterly prevalence patterns
revealed a sharp increase in prevalence from Janu-
ary to April where it attained its maximum (9%),
after that, it decreased briskly from April to Decem-
ber to attain its minimum (1%) below the overall
mean.

The yearly gusty easterly prevalence patterns re-
vealed decreasing trends during 2004 and 2006
where it attained its minimum of almost 2% below
the overall mean, and after that, it had a rapid in-
crease to attain its maximum of almost 8% above the
overall mean in 2007 and a gradual decrease to-
wards 2008.

Conclusion and Discussion

Statistical models were used to investigate the 4-
hourly wind velocity categories in India. The cat-
egories comprised none/light, normal easterly, nor-
mal westerly, gusty westerly, and gusty easterlyof
Calcutta during 2004-2008. The multinomial regres-
sion method used to describe the wind velocity cat-
egories pattern fits the data reasonably well. These
patterns of wind velocity categories were predomi-
nantly due to discrete wind variability rates sur-
rounding over Indian subcontinent landmass. The
prevalence of gusty westerly and gusty easterly pat-
terns was investigated. The gusty westerly and east-
erly prevalence patterns for the period of the day,
month and year illustrated distinct, varied patterns.
The overall gusty westerly and easterly prevalence
were observed to be almost 5% all through the year.
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The period of the day factors revealed that the gusty
westerly prevalence was above the overall mean
between period 2 and period 4 and almost below
the overall mean during the other periods of the
day. These patterns of gusty westerly may be due to
wind-induced ocean swell (Alves 2006).The
monthly maximum gusty westerly prevalence of 9%
was observed during January to April. Also, the
minimum gusty westerly prevalence occurred be-
tween April to December (1%) and may be due to
global warming and ocean warming (Mojgan et al.,
2017). The yearly gusty westerly wind prevalence
was mostly below the overall mean during most
periods of 2005 to 2006 but was above the overall
mean during 2004 while the maximum of 7% oc-
curred between 2007 and 2008. This pattern was
partly because of the monsoon and coastal currents
(Rao et al., 2012). In general, the results of the 95%
confidence interval plot for the gusty easterly preva-
lence was similar to that of gusty westerly preva-
lence. The models have described the patterns of the
various wind categories significantly. These meth-
ods can be used to describe the patterns of other cli-
mate variables such as rainfall and solar radiation.
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Episode based graphs, time series graphs, signal plus noise models for analyzing

and predicting wind velocity of Indian weather stations
Prashanth Gururaja; Donald Roy McNeil
ABSTRACT

Extreme weather events such as strong winds, high temperatures, and heavy
rainfall can cause major devastation. Evaluation of wind performance is still in its
initial stages. An informative graphical display of improvised hourly wind velocity
measurement helps in understanding how this costly event can be modeled and

predicted. Uninterrupted wind for 6 hours is called Episodes.

Wind episodes are defined as periods of uninterrupted wind separated by
occasions of zero wind speed. Graphs provide useful supplements to standard
frequency-based displays providing an appropriate basis for data enhancement, fitting
statistical models that can be used for measuring and forecasting. We illustrate these

concepts using sample data from Indian weather stations.
The objectives of the study are:

e To analyze wind speeds, wind direction, develop Episode based graphs and
time series graphs to measure hourly wind velocity.
e Develop a statistical model for predicting wind velocity and evaluate extreme

weather events.

We fit linear regression model for analyzing wind velocity. The Measured
variables Wind speed, wind direction with continuities, discontinuities, is regressed on

predictor variables wind direction, days, months, and 5 day periods. Model error
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analysis is performed by extracting the residuals from the model. Quantile graphs of
the model, auto correlation function graphs, and partial auto correlation function graphs
on the model residuals are plotted. The coefficients, standard errors, crude mean,
adjusted mean are calculated. The graphs of the wind direction, hours, and 5 day periods
on the mean of the wind speed are plotted. Graphs plotted illustrate there were
confounding factors of zero and nonzero wind speed, when we observe the crude mean,
adjusted mean on the mean of the wind speed. We fit logistic regression model to
analyze zero, non zero wind speed, Evaluate wind speed on hourly, and 5 day periods.

There was confounding effect of zero and nonzero wind speed.

We developed a novel graphical method of displaying wind velocity as an
episode based time series using hourly observations. A statistical model was fitted for
wind speed. The result illustrates wind velocity can be analyzed on mean wind speed,
wind direction, hours and 5 day periods. The model had an adjusted r-squared of 27%
but the errors contained substantial serial correlation, some departure from normality.
Further research will involve using arima model for extensive hourly wind velocity

measurements and forecasting.

*** 5 days = 1 period., 365 days = 73 periods (5*73)
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