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ABSTRACT 

In addition to the prescriptive method used in design, the fire resistance of reinforced 

concrete structures under various fire scenarios needs to be assessed by combined heat 

transfer and structural analysis. Under elevated temperatures, reinforced concrete (RC) 

structures are affected by variation of the mechanical properties with temperature. The 

available numerical simulations are complicated techniques and require an expert user. 

Simplified and practical approaches which enable engineers to design RC structures 

accounting for the mechanical variation are required. 

 To simply predict temperature within rectangular concrete sections subjected to 

various fire loads in two directions, the energy based method is proposed for practical use. 

The method is based on a pre-determined power function as the temperature profile, and 

conservation of energy: it can be implemented in a spreadsheet. The power function is 

suitable for monotonically increasing fire curves such as the nominal temperature-time 

curves. The analysis of two dimensional heat transfer is approximated by superposition of 

one-dimensional solutions. By comparing the temperature prediction with the previous 

experimental and FEM results, the method is validated. However, the method has its 

limitations; in particular the lowest temperature needs to remain less than 0.2 times the 

highest, or the energy estimated becomes inaccurate.  

The study develops a cross sectional analysis to predict the moment capacity of RC 

beams. The two-dimensional temperature distribution is used as the input data in the 

analysis. The capacity is computed based on the force equilibrium corresponding to the 

assumed element strain and the pre-determined element temperature. The variation of 

nonlinear stress-strain relationship with temperature is adopted in the analysis. The 

developed method is limited to under or normal-reinforced beams. The predicted moment 

capacity is validated with the finite element analysis. The cross sectional approach is found 

to be a potential method to predict the moment capacity under fire. However, the ultimate 

capacities of the FE model are normally higher than the capacity of the sectional analysis. It 

implicitly describes the safety of the sectional analysis.  

Fire safety engineers may apply the proposed method to evaluate the moment 

capacity. Knowledge of these is necessary for fire safety design. 

.

3




����
���
��
 

 ����������"	�8�� � �����$�/�
�����"����	���	$	���$	�$��	$	����"�����	��"
���%,

��:�����:����- ������"���"����	���	��- *�,�!�����������"����$/�*O� *�,���*Q�*�,��% 2554      

��,������$% 2:. ��. !���� 0�"����",�:- ��'*�3�;�������X 43'#������	,	����	�*+	*�,�"0	-�/�

�	����" �$����"������$%!����0���:������"�� X 43'���	�"�����,���#	�������	�	�	����"�	���&�%- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

….. 

4



������ 

 
  �������������	
��*+	�������	�����Y���"#	*�,��:
�" ���.3�*+	�������	����

���������	����*���!�"��������!�"��'������	3.3 *=��$��	������������������	��������������

!�"#���!��,��������7��
����������<�	��'�
* �*+	���;%,�����������"#0������,",�$����

��	���� 43'"���������������#0��	�"&/���  ��8#	���	�	���	�������,�$%�!&��
���'�,�$
��#	����<�	 

��	�8	������������������	����������������'�����;%,�/����
* ����*+	���*�,"$��-#0��*�����

������,�-�/�Z �0/	 
�
	�������	�-43'"�������"$/"��#	���#0��	��,*=5��#	�������.3�*�������'�,#0�

�	�"&/���  ������$����/���3�*+	*=5����/��:���#	����,�$���������	
� ���.3�������������	
�

#����/������� 

  2&�����"
��������	�/����7�A	���������������"/�/�"43'�����.*�,"$��-#0��	
������*��������

���	�%��'�
* �0/	 Spreadsheet program ����������*+	#	����	���	$	����*���!�"���	�����!�"  2&�����"

�3
�����'����7�A	�����������"/�/�"��'#0�
������	���	��������������,�$%�!&��
�����/�Z ��"#	

����������"���'�7�A	�����������"/�/�"#	�/�	�����������.#	������	��	����	�-����	

��	��������������!�"#���!��,��������7��
��� 

  2&�����"����*+	�"/�"�'�/����������������'	����	��,�*+	*�,�"0	-#	���#0��	����/�
*  

 

 

 

 

 

 

 

 

 

 

 

 

 

..

5



����� 

 

��	��������������"…………………………………………………………………………………………. 7 

���.$*�,��-������������"……………………………………………………………………………….. 8 

�,���"������������" ������������"……………………………………………………………………… 9 

2��������"��,������,�-2��������" …………………………………………………………………….… 10 

 

��������' 1 ��9'�  “Energy Based Temperature Profile for Heat Transfer  

  Analysis of Concrete Section Exposed to Fire on One 

Side”………………………………………………………………………..….… 11 

��������' 2 ��9'�  “Spreadsheet Calculation of Energy Based Method to  

  Predict Temperature in Concrete Slabs”......................... 17 

��������' 3 ��9'�  “Energy Based Method to Predict Temperature within 

Rectangular Concrete Sections”......................................... 26 

��������' 4 ��9'�  “Predicting Moment Capacity of RC Beams under Fire  

  by Using Two-dimensional Sectional Analysis”………….. 47 

��������' 5 ��9'�  “Simplified Computation and Finite Element  

   Investigation of Fire Exposed Concrete Beams”............ 53 

 

��$*2��������"……………………………………………………………………………………………….……. 59 

 

 

 

 

 

 

 

 

 

 

…

6



������	����
������ 
   

  ���������	�������������������#0��	�"/��7�/���"#	*=��$��	 ����/����������	���������

����������������.#	����	
�
���& ����$%������������	/��������	����	���� �"/�
��������9'�

�$%�!&���&�38	���������	����������������������"����� ��,���	��
*�&/���7����"
�� ��	�8	��-�����

��	������������������*+	����������������9�*�,���	���������.#	����	
���������� ��"

*=��$��	����������������<�	�*+	���;%,�����������"#0������,",�$������	���� 43'�����.#0�

�	
���67�,�	�������,�$%�!&��
���'����	���/�	�8	 ��	�8	��������������������<�	"�������������"&/���  

#	������������������	����������������'�����;%,�/����
* ���#0���������
�
	������	�-#	���

������,�- �"/�
�����������������������,���������,�-��"��������/��"�������4��4��	��,
�/�����.

#0��	
����"�,��� 

  ��	�8	#	������:3�;�	�8�3
��7�A	��	���������������������	���������������"/�/�" 

��"���'���	7�A	�#	�/�	�����������.#	������	��	����	�-����	��	�������������� ��"7����%�

#	���/�	�9� ���������,�-���./�"���������	43'���#��
���/������,��"�$%�!&��!�"#	�	����� ��,���

���	�"���������.#	������	��	����	�-����	���.��'�$%�!&���&  

  ���7�A	����������"/�/�"#	������	�"�����,��"������$%�!&������	���. ��'�$%�!&���&


�� 2&�����"
��*�,"$��-#0����������,�-�$%�!&����"���� Finite different 43'��2��6�"��"�����0������� 

(Numerical Method) �	798	<�	�Y�	$���;-7���	 43'������$����./�"���������	��"���	���������	 

���7��������	 ��,����2/�����������	���	�������	�79'�#���"&/#	�&*������"/�/�" �/�	���7�A	�

��������#	������	�"���������.#	������	��	����	�-����	���.��'�$%�!&���& 
��*���*�$���� 

Sectional analysis �79'�#0�#	������	�"���������.#	������	��	����	�-����	���.��'�$%�!&���& 

��"�����/�	�������	�*+	�/�	"/�"#	���;%,������ 43'�	�������	��/�,�/�	�,���$%�!&����'����/���	
*

�38	�"&/���2������./�"���������	  

 

 

 

 

 

…..

7



������������	����
������ 

 
1.1. ������,�-2���,�����������	 ��,���;%,�	������/��������	��	����	
�����	��	����

���������� 

1.2. 7�A	�����������,�����#	���������,�-�"/�/�" �79'�#0�#	������	�"��9����������������.

#	����	
�����	��	�������������� 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

......

8



���!����"!
�������	����
������ 
  ����������������������"/�/�"����������������,�-����	
�����	 ���. ����*+	���

7����%�#	���/�	�9� ���������,�-���./�"���������	43'���#��
���/������,��"�$%�!&��!�"#	�	����� 

��,������	�"���������.#	������	��	����	�-����	���.��'�$%�!&���& ��8	�82&�����"
������	�	�������"

#	�/�	��'���'"������	�8   

  ���7�A	����������"/�/�"#	������	�"�����,��"������$%�!&������	���. ��'�$%�!&���&


�� 2&�����"
�����"	�*���������������������,�-�$%�!&����"���� Finite different 43'��2��6�"��"�����0�

������ (Numerical Method) ��"��:�"798	<�	������	$���;-7���	 43'������$����./�"���������	

��"���	���������	 ���7���,����2/�����������	���	�������	�79'�#���"&/#	�&*�"/�/�"  

   ���7�A	����������"/�/�"#	������	�"���������.#	������	��	����	�-����	���.��'

�$%�!&���& 
��*���*�$���� Sectional analysis �79'�#0�#	������	�"���������.#	������	��	����	�-��

��	 ���.��'�$%�!&���& ��"�����/�	�������	�*+	�/�	"/�"#	���;%,������ 43'�	�������	��/�,�/�	�,��

�$%�!&����'����/���	
*�38	�"&/���2������./�"���������	 ������������/�����$�������,��"

��������"�#	�	�������	���������3�#	���;%,�0����	43'����������������$�������	/��	�,���	

�����	����� (Neutral Axial) ��"��������"���/�,�/�	"/�"�����.���	�%�*+	�������	
�����

�������7�	�-�,��/��������	��,��������"���'����/���	����,����$%�!&������/�,�/�	"/�"  ��"2�

��������$�������	/��	�,���	 ��,�������$��,��/��������,���3#	�	����� �����.#0�#	������

��"�������	��	����	�-
��   

 ������/�Z��'	����	��,	�����*��"����"����2�������������������	���%���� ��,2����

������,�-��"����
�
	�������	�- �79'�"9	"�	*�,�����!�7��������'	����	� 	�����	�8�79'�#������*�,�"0	-�/�

���#0��	����,���"�����������	�%��'	����	������*�,"$��-#0��	�������*�����������	�%*�,�!� 

Spreadsheet program �79'�/�"�/����#0��	#	��������� 

 

 

 

 

 

 

 

 

….

9



#$
������%$�������&�#$
������ 
 

��8	�8����������"
����/���:3�;��*+	 5 �/�	  �9� 
�������!' 1  �	�������7�A	������������	�"�$%�!&����	���� 1 ����  
   	����	�2/�	��������0����#	������	�	�0��� 
P. Panedpojaman, 2012, "Energy Based Temperature Profile for Heat Transfer Analysis of 
Concrete Section Exposed to Fire on One Side", World Academy of Science, Engineering and 
Technology, Issue 65, pp. 897-902.  
 
�������!' 2 ���7�A	������������	�"�$%�!&����	���� 1 ���� 
   	����	�2/�	��������0����#	������	�	�0��� 
P. Panedpojaman, 2012, "Spreadsheet Calculation of Energy Based Method to Predict 
Temperature in Concrete Slabs", International Review of Civil Engineering, Vol. 3, N. 5, pp. 
403-411. (*���}#	<�	����&� EBSCO) 
 
�������!' 3 ���7�A	������������	�"�$%�!&����	���� 2 ���� 

	����	�2/�	�����������(�
� (Under Review) #	������	�	�0���     
P. Panedpojaman, P. Chaiviriyawong,  (Under review), “Energy Based Method to Predict 
Temperature within Rectangular Concrete Sections”, Fire Safety Journal (�"&/#	<�	����&� ISI) 
 
�������!' 4  ������	�"���������.#	������	��	����	�-����	���.��'�$%�!&���& ��"���� 
Sectional analysis 
   	����	�2/�	��������0�������*�,0$���0�����,���	�	�0��� 
P. Panedpojaman,  2012, “Predicting Moment Capacity of RC Beams under Fire by Using 
Two-dimensional Sectional Analysis”, 4th KKU International Engineering Conference, 
Khonkaen, Thailand, 10-12 May 2012, pp. 93-99.  (2&������/�	�/�����"�, 100) 
 
�������!' 5  �����������,������/	"��#	������	�"������	��	����	�-����	���.��'�$%�!&���& ��"
���� Sectional analysis 
   	����	�2/�	��������0�������*�,0$���0�����,���	�	�0��� 
P. Panedpojaman, P. Chaiviriyawong,  2013, “Simplified Computation and Finite Element 
Investigation of Fire Exposed Concrete Beams”, International Conference on Advances in 
Mechanical Engineering and Civil Engineering , Pattaya, Thailand,  19-20 January  2013, pp 
190-195. 

 

 

 

…

10



 
Abstract—For fire safety purposes, the fire resistance and the 

structural behavior of reinforced concrete members are assessed to 
satisfy specific fire performance criteria. The available prescribed 
provisions are based on standard fire load. Under various fire 
scenarios, engineers are in need of both heat transfer analysis and 
structural analysis. For heat transfer analysis, the study proposed a 
modified finite difference method to evaluate the temperature profile 
within a cross section. The research conducted is limited to concrete 
sections exposed to a fire on their one side. The method is based on 
the energy conservation principle and a pre-determined power 
function of the temperature profile. The power value of 2.7 is found 
to be a suitable value for concrete sections. The temperature profiles 
of the proposed method are only slightly deviate from those of the 
experiment, the FEM and the FDM for various fire loads such as 
ASTM E 119, ASTM 1529, BS EN 1991-1-2 and 550 oC. The 
proposed method is useful to avoid incontinence of the large matrix 
system of the typical finite difference method to solve the 
temperature profile. Furthermore, design engineers can simply apply 
the proposed method in regular spreadsheet software.

Keywords—temperature profile, finite difference method, 
concrete section, one-side fire exposed, energy conservation

I. INTRODUCTION

EINFORCED concrete (RC) members are impacted under 
fire due to raising temperatures in their cross sections. 

The high temperature significantly reduces the mechanical 
properties of concrete and steel [1]. Fire resistance of RC 
members are generally specified in codes and standards such 
as AS 3600 [2], Eurocode 2 [3] and ACI 216.1 [4]. The 
provisions specify minimum cross-section dimensions and 
minimum clear cover to the reinforcing bars based on 
experimental tests or pre-determined analysis under specific 
fire curves such as ASTM E 119 [5], ISO 834[6] etc. As a 
result, they are prescriptive and cannot evaluate the fire 
resistance under different fire scenarios and conditions. For 
different fire scenarios, engineers are in need of alternative 
design tools. 

To investigate the structural behavior of concrete structures, 
both heat transfer analysis and structural analysis are required. 
For heat transfer analysis, the finite element method (FEM) 
has proven to be a powerful method to predict the 
temperatures in reinforced concrete sections during fire 
exposure [7, 8]. Difficulty of using the FEM or cost of finite 
element software makes it impractical for design engineers.  

P. Panedpojaman, Dr., is with Civil Engineering Department, Prince of 
Songkla University, Hat-Yai, Songkhla, Thailand, 90110 (phone: 006674-
287140; fax: 006674-459396; e-mail: ppattamad@eng.psu.ac.th). 

The authors would like to acknowledge Faculty of Engineering, Prince of 
Songkla University, Thailand for providing the financial support for this 
research project (contract no. ENG-55-2-7-02-0139-S). 

The finite difference method (FDM) is considered as a 
simpler method for evaluating temperature profile within a 
cross section exposed to fire. The FDM is widely developed 
and adopted for RC sections during fire exposure [9-12]. Note 
that the effect of the reinforcing steel of RC sections on the 
heat transfer analysis is neglected due to its small area relative 
to concrete area [9]. 
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Fig. 1 Nodal network of a section exposed to a fire on its one side

The previous researches [9-12] were conducted based on the 
typical FDM. In the FDM, the physical system of a cross-
section exposed to a fire on its one side is represented by a 
nodal network as shown in Fig. 1. The FDM replaces the 
governing equations and corresponding boundary conditions 
of heat transfer analysis by a set of algebraic equations. When 
the temperatures of all nodal points are known at any 
particular time t , the temperatures after a time increment tΔ
can be computed [13]. Size of the grid spacing xΔ and the 
time increment tΔ  depends on geometry of cross sections, 
accuracy of the solution and the stable condition of the 
method. To compute the temperature profile, the method 
establishes a matrix of the temperatures of all nodal points at 
each time step. For a case of the large matrix generated, the 
method may not be convenient to find its solution 
corresponding to the stable condition. 

To avoid the incontinent of the large matrix to solve the 
temperature profile, this study modified the FDM based on the 
pre-determined shape function of the temperature profile and 
the energy conservation. The research conducted in this paper 
is limited to concrete sections exposed to a fire on their one 
side. 

II. ENERGY BASED HEAT TRANSFER ANALYSIS

Consider sections exposed to a fire on their one side which 
is infinite in the direction of the y-coordinate, with the 
thickness b  in direction of the x-coordinate as shown in Fig. 

Energy Based Temperature Profile for Heat 
Transfer Analysis of Concrete Section Exposed 

R
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1. For isotropic and homogeneous media, the conductive heat 
flux q  in the x  direction is given by Fourier's heat conduction 
law as 

Tk q
x

∂− =
∂

(1) 

where k is the thermal conductivity and T  is the temperature. 
The governing differential equation of the heat conduction 

is considered based on the energy conservation for conduction 
through an elemental volume.  The energy conservation 
consists of net rate of heat entering by conduction, rate of 
energy generated internally and rate of increase of internal 
energy. In one-dimensional Cartesian coordinates, the full 
conduction equation is derived as 

2

2

T Tk g c
tx

ρ∂ ∂+ =
∂∂

 (2) 

where g is the heat generation and c is the specific heat.  
For a system of the one dimensional with the constant 

thermal properties and without the heat generation (i.e., 
0g = ), unsteady-state conduction problem is governed by  

2

2

T c T
k tx

ρ∂ ∂=
∂∂

(3) 

This equation is employed to compute temperatures of the 
internal section as a function of time. Once a convection and 
radiation boundary condition exists such as in case of fire, the 
boundary has to be considered separately. For the one 
dimensional system, the boundary condition at x b=  is 

( ) ( )4 4
f s f s

Tk q h T T T T
x

εσ∂− = = − − − −
∂

 (4) 

fT  is the fire temperature which is a function of time. Based 
on (3) and (4), the temperature profile in the section with a 
convection and radiation boundary condition can 
complicatedly be solved. The FEM can be used to evaluate the 
solution. 

A. Finite Difference Method 
The finite difference method is a numerical technique which 

can be applied to the partial differential equations. The finite 
difference of derivatives involves the approximation of a 
differential equation by algebraic equations. The equations are 
pointwise continuous which is applicable throughout the 
region and space considered.  

To apply the FDM, a network of grid points by dividing x
and t  domains into small intervals of xΔ , as shown in Fig. 1, 
and tΔ . According to the network, n

iT represents the 
temperature at location x i x= Δ  at t n t= Δ . i  is the number of  
a grid point whereas n  is  the number of  a time step. If the 
forward-difference approximation is used in (3), the finite-
difference equation is represented as 

( )
1

1 1
2

2n n n n n
i i i i iT T T T Tk

c tx ρ

+
+ −+ − −

=
ΔΔ

 (5) 

The finite difference equation in (5) is employed to compute 
temperatures of the internal grid points as a function of time.  

Note that from the forward-difference approximation of 
time derivative, the solutions are not stable for all situations. 
To avoid the violation of the second law of thermodynamics, 

the stable condition of ( )( )2

/ 0.5k c t xρ Δ Δ ≤  has to be 

satisfied [13].  
The finite difference form of the boundary condition at 

i s= , (4) may be expressed as 

1
n n

ns sT T
k q

x
−−

− =
Δ

(6) 

where  

( ) ( ) ( )( )4 4n n n n n
f s f sq h T T T Tεσ= − − − −  (7) 

Due to the intervals of xΔ  in the FDM, the effect of the heat 
capacity of the system next to the boundary must be included 
in (6) [13] as 

1
1

2

n n n n
ns s s sT T T Txk q c

x t
ρ

+
−− −Δ− − =

Δ Δ
 (8) 

This equation can be rearranged as 

1 12 n n
n n ns s

s s
T TtT k q T

c x xρ
+ −� �−Δ= − − +� �Δ Δ� �

 (9) 

Therefore,  1n
sT +  can be solved based on temperature of the 

previous step. 
If fT is an increasing functions, the value of 1n

sT +  must be 

larger than the value of n
sT .  As a result, another stable 

condition has to be satisfied: 

1 0
n n

ns sT T
k q

x
−−

− − >
Δ

 (10) 

To compute the temperature profile, the method employs a 
matrix of the temperatures of all nodal points at each time step. 
For a case of the large matrix, the method may be difficult to 
find its solution corresponding to the stable condition. 

B. Modified Finite Difference Method 
To simplify the FDM, this study adopts the energy 

conservation principle and a pre-determined shape function of 
the temperature profile. Based on the energy conservation 
principle, the provided heat energy from fire load pQ  balances 

the received heat energy rQ , which is the internal energy in 
the fire-exposed section.  The internal energy is to take into 
consideration the heat capacity of the system and the 
temperature profile as shown in Fig. 2. The energy equations 
are describes as follows: 

n n
p rQ Q= (11) 

( )
1

n
n m

p
m

Q A q t
=

= − Δ�  (12) 

( )
0

( )
b

n n
r rQ cA T x T dxρ= −	  (13) 

A is the surface area. Due to a uniform temperature load 
through out the fire-exposed surface is assumed, the surface 
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area can be considered as unit area (i.e., 1A = ). ( )nT x is the 
energy based temperature profile within the cross section. 

y

x

y

x
b b′ =

b′
( )nT x
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Time step n

Time step n
n
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0
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(b) 

Fig. 2 Energy conservation of the fire-exposed section: (a) Low 
energy case; (b) High energy case 

Through the energy conservation principle, 1n
sT +  in (9) and 

the temperature profile can simply be solved when the shape 
function of ( )nT x  is known. In the study, the shape function is 
assumed to be a power function as 

0( )n nT x Cx Tα= +  (14) 
where 

0
n n

sT T
C

b α

−
=

′
(15) 

α  is the power of the function; and  
b′  is described in Fig.2.  
Equation (9) can be modified by substituting the term of 
( )1 /n n

s sT T x− − Δ  with the derivative function of (14) as 

described in (16). The equation of  1n
sT +  in (9) and the stable 

condition in (10) can be rewritten in (17) and (18), 
respectively. 

1 0( )n n n nn
s s s

x b

T T T TdT x
x dx b

α−

=

− −
≈ =

Δ
 (16) 

1 02 n n
n n ns

s s
T TtT k q T

c x b
α

ρ
+ � �−Δ= − − +� �′Δ � �

 (17) 

0 0
n n

nsT T
k q

b
α −

− − >
′

 (18) 

For each tΔ , the difference between n
fT  and n

sT  varies. 

When the difference is narrow, the value of  nq−  in (7) may 
not enough to satisfy (18). The dissatisfaction can exist in any 
time step in both typical FDM and proposed method. Once the 
dissatisfaction is found, tΔ  should be increase otherwise such 
step should be neglected and postponed to the next step. Note 

that due to the pre-determined shape function cannot violate of 
the second law of thermodynamics within the sections, the 

stable condition of ( )( )2

/ 0.5k c t xρ Δ Δ ≤  is omitted in the 

proposed method. When the value of α is pre-determined, 
only n

sT  and 0
nT  are unknown variables to solve 1n

sT + in (17). 
Therefore, the large matrix system of the FDM can be avoided. 

 To specify ( )nT x in (14), n
sT  can be obtained from (17)  of 

the previous step whereas 0
nT  can be compute through the 

energy conservation equation (11) and (13). Two cases of the 
energy based temperature profile as shown in Fig. 2 are 
considered as follows: 
1) Low energy case: 0

n
rT T=  and 

( )
( )

1n
p

n
s r

Q
b

c T T
α

ρ
+

′ =
−

 (19) 

2) High energy case: 0
n

rT T> , b b′ = and  

( )0
1 1

n
pn n

r s r

Q
T T T T

cb
α

α ρ
� �
 �

= + + − ≥� �� � � �� �� �
 (20) 

where rT  is the room temperature. 0
nT

The procedure to predict the temperature profile in the fire 
exposed section under a fire load can be summarized as 
illustrated in Fig. 3.  

1nq +  by Eq. (7) 

1
0
nT +  by Eq. (20) 1( )nT x+  by Eq. (14)1n

pQ + by Eq. (12)

nq  by Eq. (7) 

1n
sT +  by Eq. (17)

n
pQ  by  Eq. (12)

Fig. 3 Procedure to predict the temperature profile in a section at time 
step 1n +

III. INVESTIGATION OF THE PRE-DETERMINED SHAPE 
FUNCTION

The research conducted is limited to concrete sections. To 
investigate the suitable value of the power α for concrete 
sections, the temperature profile of concrete sections analyzed 
by the FEM, ANSYS software, is compared with the proposed 
method with different values of the power. The concrete 
sections exposed to the standard fire of ASTM E 119 [5] on 
their one side as shown in Fig. 4 are specified in the 
comparison. The sections have a thickness of 100 mm and 300 
mm. To analyze temperature profile in the section by the 
ANSYS model [14], the sections are modeled with three-
dimensional solid elements, Solid70, having eight nodes with a 
single degree of freedom (i.e., temperature) at each node. The 
surface element, Surf152, is used to account for heat 
convection and radiation of the fire temperature. 
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The thermal properties of concrete as shown in Fig. 5 are 
specified in accordance with BS EN 1992-1-2 (2004) [15]. To 
simplify the computation and due to the value of c  less varies 
with temperature, the value of c is assumed to be a constant 
value of 1x103 J/kg°K for the proposed method. The concrete 
density of 2400 kg/m3 is specified to be constant for both FEM 
and proposed method.  The coefficient of heat transfer-
convection h of  25 W/m2°K,  Stefan Boltzmann constant of 
5.67 x 10-8 W/m2°K4 and the resultant emissivity of 0.56 are 
used according to BS EN 1991-1-2 (2002) [3]. 
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Fig. 4 Concrete sections exposed to the standard fire of ASTM E 119 
and temperature profile by the FEM 
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Fig. 5 Thermal properties of concrete

Size of the nodal spacing xΔ = 10 mm and the time 
increment tΔ = 2 min is specified in the computation of the 
proposed method and the FEM. For the proposed method, the 
stable condition at the fire exposed surface in (18) is checked 
at each time step. If the dissatisfaction exists in a time step, 
such step is neglected and postponed to the next time step.  

The comparisons of the temperature profile in the sections 
between the FEM and the proposed method with different 
values of α  are illustrated in Fig 6. It is found that the 
temperature profiles can be approximately represented by the 
power function. Furthermore, the good agreements between 
the temperatures at the fire exposed surface obtained from 
FEM and the proposed method are observed. The value of 
α less affects the temperature of the fire exposed surface. 
However, the value of α is not constant but approximately in 
range of 2 to 3.5. 
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Fig. 6 comparison of the temperature profile between the FEM and 
the proposed method with different values of α

TABLE I 
POSITIONS OF THE COMPARED TEMPERATURE AND THEIR SYMBOLS

Position 
Symbol 

Section of 100 
mm thickness 

Section of 300 
mm thickness 

Fire exposed surface F-100 F-300 

42 mm from the fire 
exposed surface M-100 M-300 

Non-fire exposed 
surface N-100 N-300 

To simply apply the energy based temperature profile for 
the heat transfer analysis, the α value is assumed to be a 
constant value of 2.7. Accuracy of the temperature predicted 
with the α assumption is investigated by comparing with the 
FEM. The temperature profiles of the sections (in Fig. 4) 
exposed to the standard fire of ASTM E 1529 [16], the 
standard fire of ASTM E 119 [5] and the temperature of 550 
°C are investigated. The comparisons as shown in Fig 7 are 
illustrated in terms of the temperature variation with time at 
the specific points in the sections as described in Table 1. Note 
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that the temperature of 550 °C represents cases of low fire 
load. The position of 30 mm is specified as the general 
position of the reinforcing steel in RC members. 

The good agreements of the temperature variation at the fire 
exposed surface are observed. Comparing with the FEM, the 
temperature variations of the proposed method at the other 
points, except the case of N-300, tends to slightly
overestimate. In an overall picture, the proposed method with 
the α value of  2.7 can be used to predict the temperature 
profile of concrete sections under various fire exposures. 

IV. VALIDATION

The proposed method is validated by comparing its 
prediction of the temperature variations with the experimental 
variation [17], the analytical variation of the FEM and the 
analytical variation of the FDM. The previous research [17] 
investigated the temperature in post-tensioned concrete slabs 
having a thickness of 160 mm and exposed to the standard fire 
of BS EN 1991-1-2 [15] on their one side. Thermocouples 
were used to measure temperature at the fire exposed surface, 
the non-fire exposed surface and the positions of 42 mm from 
fire exposed surface. The comparison of the temperature 
variation with time is illustrated in Fig. 8. From the 
illustration, it is seen that the results of the proposed method 
only slightly deviate from the results of the experiment, the 
FEM and the FDM. The energy based temperature profile can 
thus be used to approximate the temperature variation in 
concrete sections exposed to fire loads. 

V. CONCLUSION AND DISCUSSION

This paper simplifies the FDM to predict the temperature 
profile within concrete sections exposed to a fire on their one 
side. The proposed method is based on the energy 
conservation principle and a pre-determined shape function of 
the temperature profile. According to the energy conservation 
principle, the provided heat energy from the boundary 
balances the received heat energy in a fire-exposed section.  
The heat energy in the section is to take into consideration the 
heat capacity of the system and the temperature profile 
function. In the study, the shape function is assumed to be a 
power function. The specific function is derived based on the 
energy conservation principle.  

To investigate the suitable value of the power α  for 
concrete sections, the temperature profiles of the concrete 
sections computed by the proposed method using different 
power number is compared with those computed by the FEM. 
It is found that the value of α less affects the predicted 
temperature at fire exposed surface. The value of α is not 
constant but approximately in range of 2 to 3.5. However, the 
temperature profiles of the proposed method with the α value 
of 2.7 slightly deviate from those of the experiment, the FEM 
and the FDM for various fire loads.  
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Fig. 7 Comparison of the temperature profile between the proposed 
method with the α value of 2.7 and the FEM 
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Fig. 8 Comparison of the predicted temperature variation with the 
experiments, the FEM and the FDM 

By using the energy based temperature profile, the 
temperature matrix of the FDM nodal network can be avoided. 
The method is also useful to manipulate the stable conditions 
of the FDM in the section and at the fire exposed surface. 
Therefore, design engineers can simply apply the proposed 
method to evaluate the temperature profile by using regular 
spreadsheet software. The proposed method facilitates design 
engineers analyzing the heat transfer which is a necessary part 
to investigate the fire resistance and the structural behavior of 
concrete structures under fire scenarios. The proposed method 
is potential to develop for other cases of fire exposure.   
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Spreadsheet Calculation of Energy Based Method 
to Predict Temperature in Concrete Slabs 

P. Panedpojaman 

Abstract – Under various fire scenarios, both heat transfer analysis and structural analysis are 
required to assess fire resistance of reinforced concrete member. For heat transfer analysis, 
Finite element method and Finite difference method are complicate for practical use. To simply 
predict temperature in concrete slab, the energy based method is a simplified FDM based on the 
predetermined temperature profile and the energy conservation. However, the method provides an 
inaccurate temperature prediction. To improve the prediction accuracy, this study reformulates 
the energy based method and investigates a suitable predetermined temperature profile. 
Furthermore, to facilitate design engineers, the method is proposed as a simple spreadsheet 
calculation. Through the empirical study of the FEM temperature profile, the exponent is found to 
be logarithmic proportional to the ratio of the lowest temperature to the highest in concrete slabs. 
The power function with variation of the exponent provides the better accurate temperature 
prediction. Comparing with FEM analysis and experimental results, the spreadsheet calculation is 
validated for temperature prediction of concrete slab under various fire loads. Copyright © 2012 
Praise Worthy Prize S.r.l. - All rights reserved.

Keywords: Concrete Slab, Energy Based Method, Fire Loads, Spreadsheet Calculation, 
Temperature Prediction 

Nomenclature
A Surface area 
b Slab thickness 
b� Effective thickness 
c Specific heat 
� Resultant emissivity 
h Coefficient of heat transfer convection 
i Subscript which denotes the number of a grid 

point 
k Thermal conductivity 
n Subscript which denotes the number of a time 

step
q Heat flux 

I

nQ Heat energy in the section 

T

nQ Heat transfer energy from fire load 

s Location of i  at the fire exposed surface 
t Fire duration 
T Temperature 

� �nT x Concrete temperature profile at time step n

fT Fire temperature 

f ,EXT Fire temperature of the external fire curve (EX) 

f ,HYT Fire temperature of the hydrocarbon curve (HY)

f ,STT Fire temperature of the standard temperature-
time curve (ST) 

0T Lowest temperature in the section 

rT Room temperature 

sT Fire exposed surface temperature 
� Power of the function 

x� Small intervals in the slab 
t� Time increment 

� Stefan Boltzmann constant 
	 Material density 

I. Introduction
To design fire resistance of reinforced concrete (RC) 

members, the prescriptive methods [1]-[3] specify 
minimum cross-section dimensions and minimum clear 
cover to the reinforcing bars. However the methods are 
limited to experimental results or predetermined analysis 
under standard temperature-time curves such as BS 476 
[4] ASTM E 119 [5], ISO 834 [6]. For different 
temperature-time curves as in the performance-based 
approach, the methods cannot be applied to fire safety 
design. Heat transfer analysis and structural analysis are 
required to evaluate a structural capacity of RC members 
under various fire loads. 

As a simple RC design under fire loads, spreadsheet 
calculation of the structural analysis based on the cross 
sectional approach [7], [8] can be applied. To use the 
simple calculations, temperature profiles in RC cross 
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section must be predetermined to specify mechanical 
properties of the section corresponding to its 
temperature. Structural designers can apply the 
predetermined temperature profiles of the fire safety 
standards such as BS EN 1992-1-2 [2]. However, the 
predetermined temperature profiles cover only some 
cross-section dimensions under a standard temperature-
time curve. Without a convenient temperature prediction, 
the simple RC design under fire loads is limited. 

Even though, temperature in a structural steel member 
can simply be computed through the iterative calculation 
method [9], [10], the method is only suitable for high 
thermal conductivity such as steel material. The iterative 
calculation method cannot be applied for concrete 
section due to its much lower thermal conductivity. To 
conduct heat transfer analysis, the finite element method 
(FEM) and the finite difference method (FDM) are 
powerful for concrete sections. The FEM and the FDM 
are a numerical technique for finding approximate 
solutions to partial differential equations (PDE) 
including the heat transfer equation. The FEM is 
considered as the most accurate tool to predict the 
temperature profile whereas the FDM is a simplified 
form of the FEM. 

However, cost of their software as well as their 
requirement of expertise users makes both methods 
impractical for normal design. Both methods are 
complicate to be developed by design engineers, but 
normally limited for research works. 

Simplified methods to predict the temperature profile 
is very limited. Wickstrom [11] proposed a simplified 
method to predict temperature in concrete slab based on 
predetermined temperature variation derived from 
computer-based thermal analysis. However, the method 
provides its accurate predictions for the fire load of ISO 
834 [6]. Panedpojaman [12] established a modified FDM 
to predict temperature in concrete slabs under various 
fire loads. The method is based on the predetermined 
shape function of the temperature profile and the energy 
conservation. Inconvenience of the large FDM matrix to 
solve the temperature profile at each time step can be 
avoided by using the energy based method. However, 
inaccuracy of the temperature prediction is its 
disadvantage. Therefore, this study is aimed to improve 
the accuracy of the energy based method. The method is 
reformulated whereas a suitable predetermined shape 
function of the temperature profile is investigated. The 
method is proposed as a simple spreadsheet calculation 
to facilitate design engineers. The research conducted in 
this study is limited to concrete sections exposed to 
monotonically increasing fire curves on their one side 
such as slabs or walls. 

II. Finite Difference Method 
Due to the energy based method is a modified FDM, 

brief concepts of the FDM is described in this section.  
Consider a system exposed to a fire on their one side 

which is finite in direction of the x -coordinate as shown 
in Fig. 1. For a system with one dimensional thermal 
load with the constant thermal properties and without the 
heat generation in the system, unsteady-state conduction 
problem is governed by: 

2

2
T c T

k tx
	
 


�




 (1) 

where T  is the temperature; 	  is the density; c  is the 
specific heat; k  is the thermal conductivity; and t  is the 
fire duration. The equation is employed to compute 
temperature profiles in the analyzed section as a function 
of time. At the fire-exposed surface, a convection and 
radiation boundary condition exists. For the one 
dimensional system, the boundary condition at the fire-
exposed surface, x b� , is expressed in (2). The non fire-
exposed surface is considered as insulation or zero heat 
flux, q , boundary condition as expressed in (3). Such 
condition is also a mathematical expression of this 
thermal symmetry in direction of the x -coordinate: 

� � � � � �4 4
f s f s

Tk q x b h T T T T
x

��

� � � �  �



 (2) 

� �0 0Tk q x
x



� � �



 (3) 

where fT  is the fire temperature ( o K ) which is a 

function of time; sT is the temperature ( o K ) at the fire 
exposed surface; h  is the coefficient of heat transfer 
convection; and �  and �  are the resultant emissivity 
and Stefan Boltzmann constant, respectively. 

To solve the partial differential equation in (1), the 
finite difference method as a numerical technique can be 
applied. The finite difference of derivatives involves the 
approximation of a differential equation by algebraic 
equations. The equations are pointwise continuous which 
is applicable throughout the region and space considered.

A network of grid points by dividing x  and t
domains into small intervals of x� , as shown in Fig. 1, 
and t�  is applied. n

iT  represents the temperature at 
location x i x� �  at t n t� � . i  is the number of  a grid 
point and n  is  the number of  a time step. 
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Fig. 1. Nodal network of a section exposed to a fire on its one side 
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Based on the forward-difference approximation, (1) 
used to solve the temperature at the internal grid points is 
represented in (4). Corresponding to (2) and (4), the 
temperature at the fire-exposed surface is represented in 
(5) which takes the heat capacity of the interval next to 
the boundary into account [13]. Therefore, 1n

sT   can be 
solved based on the temperature of the previous step.  

Note that due to (5) is related to 1n
sT   and n

sT , nq  in 

(5) is replaced by 1 2n /q   given by (6) to provide a 

neutral approximation and 1n
sT   is rewritten in (7): 

� �

1
1 1

2
2n n n n n

i i i i iT T T T Tc
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 � � �
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1 12 n n
n n ns s
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� � � � � �4 41 2 1 2 1 2n / n / n n / n
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1 1 2 12 n n
n n / ns s

s s
T TtT q k T

c x x	
  �� ���
� � � �
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 (7) 

To provide stable solutions and avoidance to violation 
of the second law of thermodynamics, (4) and (7) must 
be satisfied the stability condition in (8) and (9), 
respectively:

� �� �2
0 5k / c t / x .	 � � �  (8) 

1 2 1 0
n n

n / s sT T
q k

x
 ��

� �
�

 (9) 

The FDM is solved in terms of the nodal temperature 
matrix at each time step. The method is more 
complicated to solve the temperature corresponding to 
the stability condition when the fire curves and variation 
of the thermal properties with temperature are involved. 

III. Energy Based Method 
The energy based method, EBM, [12] is a simplified 

FDM to predict the temperature in concrete slabs under 
various monotonically increasing fire curves. The 
method is established based on the energy conservation 
principle and a predetermined shape function of the 
temperature profile in concrete sections. However 
accuracy of the temperature prediction is its 
disadvantage. The surface temperature equation and the 
predetermined temperature profile are reformulated in 
this study. 

Based on the empirical investigation as described in 
the next section, the concrete temperature profile, 

� �nT x , within concrete sections exposed to fire on their 
one direction at a time step n  is considered as the power 
function with exponent variation as follows: 

� � 0
nn n nT x C x T��   (10) 

where:

� �
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T T
C

b
�
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�
 (11) 

n�  is the power of the function; 0T  is the lowest 

temperature in the section; and nb�  is the effective 
thickness as described in Figs. 2 in which temperatures 
in this zone is higher than the room temperature, rT . To 
specify the temperature profile function at a time step n ,

n
sT , 0

nT  and nb�  are the key parameters.  

Through the predetermined temperature profile, 1n
sT 

in (7) can be modified by substituting the term of 

� �1
n n

s sT T / x� � �  with the derivative function of � �nT x

in (10) at the mid point of the edge interval as given in 
(12). The equation of  1n

sT   in (7) and the stability 
condition in (19) can be reformulated in (13) and (14), 
respectively:
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Note that the EBM of [12] assumed the n�  value to 
be constant as 2.7 whereas the derivative term in (15) 
was applied: 

� �1 0
nn n n n

s s s

x b

dT xT T T T
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�
 (15) 

The derivative term in (15) is suitable only for a very 
small x� . However, through the empirical investigation 
as described in the next section, it is found that a very 

 (9)
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small value of x� cannot be satisfied the stability 
condition in (14). 

0
nT  can be computed through the energy conservation 

in which the heat transfer energy from fire load 
T

nQ  in 

(16) balances the heat energy in the section 
I

nQ  in (17). 
The heat energy in the section is to take the heat 

capacity of the system and the temperature profile into 
consideration as shown in Figs. 2: 
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where A  is the surface area. Due to a uniform 
temperature load throughout the fire-exposed surface is 
assumed, the surface area can be considered as a unit 
area (i.e., 1A � ). The energy conservation equation (i.e., 

T I

n nQ Q� )  is rearranged as: 
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As shown in Figs. 2, two cases of the energy based 
temperature profile are considered: the low energy case 
and the high energy case. For the low energy case, the 
heat energy does not affect throughout the slab thickness 
b .

The effective heat transfer thickness nb�  is less than 

b  and 0
nT  is equal to rT . nb� can be computed based on 

(18) as: 

� �
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For the high energy case, the heat energy affect 
throughout the slab thickness b , that is nb b� �  and 

0
n

rT T� . 0
nT  can be computed based on (18) as: 

� � 1
0 0

1 1
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Q
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 (20) 

By substituted the computed value of n
sT , nb�  and 0

nT

in (10) and (11), the temperature profile � �nT x  in 
concrete slabs under various fire load can be predicted. 

Due to the predetermined temperature profile is 
highest at the fire-exposed surface and decrease in the 
inner, the profile cannot violate the second law of 
thermodynamics. The stability condition in (8) is omitted 
in the EBM. 
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Figs. 2. Energy conservation of the fire-exposed section: 
(a) Low energy case; (b) High energy case 

However, the stability condition in (14) must be 
checked. Due to variation of n

fT  with time, the 
dissatisfaction of the stability condition can be occurred 
in any time step in both typical FDM and The 
spreadsheet calculations. The dissatisfaction causes 

1n n
s sT T �  which is incorrect for the slab under 

monotonically increasing fire curves. Normally, x�  and 
t�  must be resized to satisfy the stability condition.  
However, to simply implement in regular spreadsheet 

software, this study assumes n
sT  in the dissatisfied step 

equal to 1n
sT � . The procedure to predict the temperature 

profile in the fire-exposed section under a fire load can 
be summarized as illustrated in Fig. 3. 

IV. Investigation of Predetermined 
Temperature Profile 

To determine the predetermined temperature profile of 
concrete slabs, variation of the temperature profile with 
time analyzed by the FEM [14], ANSYS software, is 
investigated. The FEM models as shown in Fig. 4 are 
concrete slabs with thickness of 100, 300 and 500 mm.  

T

T
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The slab is modeled with Solid70, three-dimensional 
solid elements, having eight nodes with a single degree 
of freedom (i.e., temperature) at each node. The surface 
element at the fire-exposed surface is modeled with 
Surf152. The surface element is capable to account for 
heat convection and radiation of the fire temperature. 

0n �
1n n� 

Compute 1/ 2nq 

Compute 1n n
s sT T �

Compute 1nb � , 1
0
nT  , 1nC 

Output:
1( )nT x

Input:  
Temperature: n

fT , rT   Properties: k , c	 , h ,��
Intervals: x� , t�          Dimension: b

Compute 1n
pQ  , 1n� 

Fig. 3. Procedure to predict the temperature profile 
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Fig. 4. FEM model 

The nominal temperature-time curves [2] include the 
external fire curve (EX), the standard temperature-time 
curve (ST) and the hydrocarbon curve (HY) are used as 
fire loads in the slab model as shown in Fig. 5. 

The functions of the curves are given as follows: 

� �0 32 3 8660 1 0 687 0 313 20. t . t
f ,EXT . e . e� �� � �   (21) 

� �1020 345 8 1f ,STT log t�    (22) 

� �0 167 2 51080 1 0 325 0 675 20. t . t
f ,HYT . e . e� �� � �   (23) 

where f ,EXT , f ,STT  and f ,HYT  are the temperature ( o C )
of EX, ST and HY fire, respectively; and t  is the time in 
minute. 

The thermal properties of concrete are in accordance 
with BS EN 1992-1-2 (2004) [2]. Density and specific 

heat of concrete with siliceous or calcareous aggregates 
described in Table I are used in the FEM model. The 
thermal conductivity (W/m°K) as given in (24) is based 
on the lower limit of thermal conductivity of concrete 
which gives more realistic temperatures for concrete 
structures [2]. 
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Fig. 5. Temperature-time curve 

The coefficient of heat transfer-convection h  is 25 
W/m2°K for the ST and EX temperature-time curve and 
50 W/m2°K for the HY curve. Stefan Boltzmann constant 
of 5.67×10-8 W/m2°K4 and the resultant emissivity of 0.7 
are specified according to BS EN 1991-1-2 (2002) [15]. 
The normal concrete density of 2300 kg/m3 at the room 
temperature is assumed in the model: 

� � � �21 36 0 136 100 0 0057 100k . . T / . T /� �   (24) 

However, to simplify the EBM computation, the value 
of c	  is conservatively assumed to be a constant value 
of 2.1x106 J/m3°K.

TABLE I
VARIATION DENSITY AND SPECIFIC HEAT OF CONCRETE

WITH TEMPERATURE

T  (oC) 	  (kg/m3) c  (J/kg°K ) c	  (J/m3°K ) 
20 2.30E+3 9.00E+2 2.07E+6 
100 2.30E+3 9.00E+2 2.07E+6 
200 2.25E+3 1.00E+3 2.25E+6 
300 2.22E+3 1.05E+3 2.33E+6 
400 2.19E+3 1.10E+3 2.40E+6 
600 2.14E+3 1.10E+3 2.36E+6 
800 2.10E+3 1.10E+3 2.31E+6 

1000 2.06E+3 1.10E+3 2.27E+6 
1200 2.02E+3 1.10E+3 2.23E+6 

The analyzed temperature profile under the three fire 
loads at fire duration of 0.5, 1, 1.5, 2, 2.5, 3, 3.5 and 4 hr 
is recorded to investigate the predetermined profile. 

The maximum fire duration of 4 hr refers to the 
maximum required fire-resistance of structural members.  

As a result, 72 temperature profiles (3 sections   3 
fire curves  8 fire durations) are considered.  

T
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The FEM temperature profiles of the various fire 
loads are partly shown in Fig. 6. The power function is 
empirically found to be fit to the FEM profile. The best 
fit power value of each FEM profile is computed by the 
regression analysis. 

Through the empirical investigation, the logarithmic 
relationship between the power value and the value of 

0
n n

sT / T�  is observed as shown in Fig. 7. 
The logarithmic function of the power value is 

suggested as: 

� �1 1
00 7 1 4n n n

s. ln T / T .� � �� � �   (25) 

where:
1 1 4

0 0 10n n
rT T T� � �� � �   (26) 

The logarithmic function is corresponding to the high 
conductive heat flux in the concrete slab. 

The EBM temperature profile with the proposed n�
function is computed and compared with the FEM 
temperature as shown in Fig. 6. Size of the interval x� of
10 mm and the time increment t�  of 60 s is specified in 
the EBM computation. 

The accuracy of the predict temperature profile is 
observed in the figure. The example of the EBM 
spreadsheet calculation for the slab with 100 mm 
thickness under the ST fire curve is shown in Table II.  

To illustrate the accuracy improvement of the 
proposed method, variation of the temperature with time 
of the 100mm thick slab at 25 mm 50 mm and 100 mm 
from fire-exposed surface is investigated. Comparison of 
the FEM variation with those obtained from the proposed 
and original method is shown in Figs. 8. 

Comparing with the FEM variation, the original 
method slightly underestimates the temperature at the 

near fire-exposed surface but significantly deviate at the 
non fire-exposed surface. The proposed method clearly 
provides the predicted variation very fit to the FEM 
profile for various fire durations. 
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Fig. 6. FEM profile and EBM profile under various fire loads 

TABLE II
EXAMPLE OF THE SPREADSHEET CALCULATION

Step n t n
f ,STT 1 2n /q  k n

sT n
pQ n� nb�

n
oT nC nT

(.05m)  (s) (°C) (W/m2) (W/m°K) (°C) (J)  (m) (°C) (°C/m� )
0 0 20 5.6×103 1.33 20    20  20 
1 60 349 1.6×104 1.31 52 3.1×105 9.9 0.05 20 2.7×1014 20 
2 120 445 2.0×104 1.25 123 1.2×106 9.9 0.06 20 1.2×1014 20 
3 180 502 2.3×104 1.21 177 2.4×106 9.9 0.08 20 1.5×1013 20 
4 240 544 2.5×104 1.16 228 3.7×106 9.9 0.09 20 4.1×1012 20 
5 300 576 2.6×104 1.12 276 5.1×106 9.9 0.10 21 2.2×1012 21 
.
.            

30 1800 842 1.8×104 0.72 764 3.7×107 3.8 0.10 48 4.2×106 101 
.
.            

60 3600 945 1.3×104 0.64 901 6.4×107 2.9 0.10 129 6.1×105 232 
.
.            

120 7200 1049 9.5×104 0.58 1025 1.0×108 2.3 0.10 295 1.5×105 440 
.
.            

180 10800 1110 7.3×103 0.56 1093 1.3×108 2.1 0.10 442 7.7×104 597 
.
.            

240 14400 1153 6.0 103 0.56 1141 1.6 108 1.9 0.10 567 4.7 104 719 

22



P. Panedpojaman

Copyright © 2012 Praise Worthy Prize S.r.l. - All rights reserved                                             International Review of Civil Engineering, Vol. 3, N. 5

409

0

2

4

6

8

10

0 0.2 0.4 0.6 0.8

� �0.7 ln / 1.4n n
o sT T� � 

/n n
o sT T�

�

Fig. 7. Logarithmic relationship between the power value 

and the value of 0
n n

sT / T

0

200

400

600

800

1000

0 60 120 180 240
0

150

300

450

600

0 60 120 180 240
0

200

400

600

800

1000

0 60 120 180 240

T (oC)                                    T (oC)                                       T (oC)

      (a)                                            (b)                                              (c) 

Fire duration (min)                             Fire duration (min)                             Fire duration (min)      

25 mm 
50 mm 

100 mm 

25 mm 

50 mm 
100 mm 

25 mm 

50 mm 
100 mm

                  FEM                           Proposed EBM                        EBM [12]

Figs. 8. Comparison of the FEM variation with those obtained from the 
proposed and original method: (a) under EX fire, (b) under ST fire and 

(c) under HY fire 

V. Sensitivity and Validation
of the Energy Based Method 

In addition to the suitable �  function, the prediction 
accuracy of the energy based method is also depended on 
accuracy of the slab heat energy pQ  and the heat flux q

which relates to n
sT . Based on the temperature of the 

previous step, size of x�  and t� , n
sT  in (13) can be 

computed. Therefore, size of x�  and t�  dose not only 
affect the stability condition, but the temperature 
accuracy as well. To describe influence of x�  and t�
on the temperature prediction, the temperature 
computation of the 100mm thick slab under the ST fire 
curve with various x�  and t�  conducted as shown in 
Fig. 9. The temperatures are investigated at 0 mm ( n

sT ),

25 mm and 100 mm ( 0
nT ) from the fire-exposed surface. 

Comparing with the FEM temperature, Fig. 9 
illustrates that the predicted temperature is accurate for 
the computation with the small value of x�  and t� .

The value of x�  and t�  less affects n
sT . The large 

value of x�  and t�  trends to provide the 
underestimated temperature, especially near the non fire-
exposed surface. However, it is found that the 
temperature cannot be computed for very small value of 

x�  due to the dissatisfaction of the stability condition 

for all steps. Furthermore, for the larger value of t� , the 
larger value of x�  is required to satisfy the stability 
condition. In the computation with t�  of 300 s, x�  of 
10 mm cannot be satisfied the stability computation 
along the process. 

Through the various slab models, the x�  value of 10 
mm and the t�  value of 60 s are suitable to provide the 
accurately predicted temperature as well as the 
satisfaction of the stability condition. 

The spreadsheet calculation of the EBM are validated 
by comparing its computed temperature with those of the 
previous researches [2], [16], [17] and the FEM profile 
as shown in Figs. 10 and 11. 

Details of concrete slabs in the comparison are 
described in Table III. Note that Fire 1 and Fire 2 in 
Table III is a parametric temperature–time curve [18] 
based on compartment properties such as the fuel load, 
ventilation opening and wall linings [19]. 

The parametric fire consists of a growth phase and a 
decay phase. 

However, the study is limited to the growth phase as a 
monotonically increasing function. 
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Fig. 9. Sensitivity of x�  and t�  on the predicted temperature 

TABLE III
DETAILS OF CONCRETE SLABS IN THE COMPARISON

Case
symbol 

Thick. 
(mm) 

Location of 
recorded Temp.
from fire surface 

(mm) 

Fire curve Reported 
by 

ST-90 90 20, 40, 60, 80 ST [16] ST-100 100 30, 55, 80, 95 
ST-160 160 0, 42, 160 ST [17] 
ST-200 200 - ST [2] 
F1-120 120 0, 30, 50, 120 Fire1 [19] 

(Fig. 5) -F1-180 180 0, 30, 50, 180 
F2-120 120 0, 30, 50, 120 Fire2 [19] 

(Fig. 5) -F2-180 180 0, 30, 50, 180 

It is observed in Fig. 10 that the results of the 
spreadsheet calculation agree well with the FEM 
temperature and slightly deviate from the results of the 
previous researches. 

As shown in Fig. 11, the predicted temperature of 
concrete slab under parametric temperature–time curves 
also agrees well with the FEM temperature. 

T
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The spreadsheet calculation can thus be used to 
approximate the temperature profile in concrete slab 
exposed to various fire loads. 
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Fig. 10. Comparison of the predicted slab temperature under ST fire 
with the FEM temperature and the experimental results 
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Fig. 11. Comparison of the predicted slab temperature under the 
parametric temperature–time curves with the FEM temperature 

VI. Conclusion
To improve the temperature prediction within 

concrete slabs, the energy based method is reformulated 
whereas the suitable predetermined temperature profile is 

investigated. Furthermore, the method is proposed as a 
spreadsheet calculation for practical use. 

The method as a simplified finite difference method is 
derived based on the energy conservation principle and a 
predetermined temperature profile. The equation of the 
fire surface temperature is reformulated to be more 
reasonable based on the derivative of the suitable profile 
function. Comparing with the FEM analysis, the power 
function is found to be a suitable predetermined shape 
function of the profile. By using the regression analysis 
of the various FEM temperature profile, the power value 
of the predetermined function is suggested to be a 
logarithmic function of the ratio of the lowest 
temperature in slabs to the highest. 

In addition to the suitable predetermined shape 
function, the accuracy of the method also depends on the 
interval size and the time increment. The computation 
with the interval size of 10 mm and the time increment of 
60 second provides the accurate temperature prediction 
as well as the stable computation along the process. The 
spreadsheet calculation is validated by comparing its 
temperature prediction with those of the previous 
researches and the FEM profile. 

By using the spreadsheet calculation, the complicated 
temperature matrix of the FDM nodal network can be 
avoided. The method is also useful to manipulate the 
stability conditions of the FDM. Design engineers can 
simply evaluate the temperature profile by using regular 
spreadsheet software. The method facilitates design 
engineers analyzing the heat transfer which is a 
necessary part to investigate the fire resistance and the 
structural behavior of concrete structures under various 
fire scenarios. The spreadsheet calculation is potential to 
develop for concrete sections with two direction fire 
loads such as column and beam cases. 
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Abstract
In addition to the prescriptive method used in design, the fire resistance of reinforced 
concrete structures under various fire scenarios needs to be assessed by combined heat 
transfer and structural analysis. The available numerical simulations of heat transfer 
analysis are complicated techniques and require an expert user. To simply predict 
temperature within rectangular concrete sections subjected to various fire loads in two 
directions, the energy based method is proposed for practical use. The method is 
based on a pre-determined power function as the temperature profile, and 
conservation of energy: it can be implemented in a spreadsheet. The power function is 
suitable for monotonically increasing fire curves such as the nominal temperature-
time curves. The analysis of two dimensional heat transfer is approximated by 
superposition of one-dimensional solutions. Benchmarking against FEM analysis of 
various sections shows that an exponent 2.6 performs well to predict the temperature. 
By comparing the temperature prediction with the previous experimental and FEM 
results, the method is validated. However, the method has its limitations; in particular 
the lowest temperature needs to remain less than 0.2 times the highest, or the energy 
estimated becomes inaccurate. The method is used to predict the temperature profile 
as well as the temperature at the reinforcing location: knowledge of these is necessary 
for fire safety design. 

Keywords: Energy based method; Fire; Heat transfer analysis; Rectangular concrete 
section; Temperature prediction. 

1. Introduction
Under fire exposure, structural members including reinforced concrete (RC) 

members lose both strength and stiffness. A high temperature significantly degrades 
the mechanical properties of concrete and steel [1]. To ensure fire safety, RC 
members are to be designed against fire load. In the prescriptive design method, fire 
resistance is pursued with prescribed minimum cross-section dimensions and 
minimum clear cover to the reinforcing bars, as in AS 3600 [2], BS EN 1992-1-2 [1] 
and ACI 216.1 [3]. These provisions are based on prior analysis under a specific fire 
curve, and do not match general fire scenarios and conditions.

The fire resistance or behavior of RC structures under different fire scenarios 
must be investigated through both heat transfer analysis and structural analysis. A 
detailed structural analysis is normally done with the finite element method (FEM), or 
other numerical packages. However, for simplified calculations such as the 500°C 
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isotherm method [1], and a sectional analysis method, no expensive software is 
needed as a regular spreadsheet program suffices.  

For the heat transfer analysis, various formulations of transient conduction in 
sections have been proposed by a number of researchers [4-7]. The formulations are 
more complicated when the thermal properties vary and fire curves are involved. As a 
result, there are sophisticated numerical codes for solving the transient heat 
conduction problems of concrete section exposed to fire, including the use of finite 
difference method, FDM, [8] and finite element method, FEM, implemented in 
packages such as SAFIR [9] and ANSYS [10]. However, these methods are rather 
complicated for normal design, especially the FEM. Usually the FDM is considered 
simpler to adopt in research [8, 11-13]. In the FDM, a nodal network replaces the 
continuum of points, and a set of algebraic equations replaces the differential 
equations. To compute the temperature in sections, a large matrix of the temperatures 
of all nodal points at each time step is required. There are also stability conditions, 
relating the time step to the spatial grid. To manipulate these problems, El-Fitiany and 
Youssef [13] implemented the FDM as C++ code to predict temperature profiles. 

Due to the complexity of the FDM and the FEM, requiring an expert user, a 
simplified method to predict the temperature is useful for practice. However, the 
availability of simplified methods is poor. Wickstrom [14] proposed an empirical 
hand calculation method to predict the temperature in a concrete slab under a specific 
fire curve. The method is derived from one dimensional heat transfer analysis and a 
pre-determined temperature variation. The method provides its accurate prediction 
only for a specific fire [13] and cannot be applied to concrete sections with heat 
conduction in two directions [15]. Panedpojaman [16] proposed the energy based 
method (EBM) to simply predict temperature in concrete slabs under various thermal 
loads. The EBM is a modified FDM by using a pre-determined shape function for the 
temperature profile and conservation of energy. However, the EBM [16] cannot also 
be used to predict temperature of concrete sections with heat conduction in two 
directions.

Therefore, we develop the EBM to predict the temperatures during two-
dimensional heat conduction, as in the case of rectangular beams and columns. A 
suitable pre-determined shape function for rectangular concrete sections is 
investigated by comparing with the temperature profiles from the FEM for various 
sections. The predicted temperature is validated by comparing with previous 
experimental results. The method can be implemented in a regular spreadsheet 
program.  

2. Finite Difference Method and Energy Based Method for One-dimensional Heat 
Transfer Analysis 

We shall develop a simplified two-dimensional heat transfer analysis, based 
on the one-dimensional energy based method which is related to the finite difference 
method. The main concepts of both methods are described in this section.

Consider a section with thickness  in x-direction, exposed to fire on one side 
as shown in Fig. 1. The surface not exposed to fire could also be a line of symmetry in 
the x direction, or an insulated surface. For isotropic and homogeneous media, the 
heat conduction equation is derived from Fourier's law of heat conduction. A one 
dimensional unsteady conduction problem with constant thermal properties and 
without heat generation is governed by Eq. (1). This equation is solved 

b
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computationally for internal temperature profiles as functions of time t . In the case of 
fire, convection and radiation boundary conditions at x b�  determine the surface heat 
flux  in the q x  direction as in Eq. (2).

2

2
psT T

x k t
	


�

 



 (1)

� � � 4 4 �f s f
Tk q h T T T Tsx

��

� � �  �



  (2) 

Here,  and  are the thermal conductivity and the specific heat; T ,k ps fT  and sT   are 

the temperature, the fire temperature and the fire-exposed surface temperature ( o ); K
	  is the material density;  is the coefficient of heat transfer by convection; and h �
and �  are  the emissivity and Stefan Boltzmann constant that determine radiative 
heat transfer rates. 

Time step n

Fig. 1. The node indexing scheme for the one dimensional problem of a section 
exposed to a fire on one side.

2.1 The Finite Difference Method 
The finite difference method is a numerical technique which can be applied to 

solve partial differential equations. The finite difference approximations of derivatives 
convert differential equations to algebraic equations. The approximations use uniform 
grids for each coordinate, including time, as illustrated in Fig. 1. As a convenient 
shorthand notation, T  represents the temperature at location n

i x i x� �  at t n : so i
is the index for location whereas  is  the index for time. If the forward-difference 
approximation is used in Eq. (1), the finite-difference equation is represented as 

t� �
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The finite difference form of the boundary condition at i s� , Eq. (2), can be 
expressed as 
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Due to the intervals of x�  in the FDM, the effect of the heat capacity of the system 
next to the boundary must be included in Eq. (4) [17] as 
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Note that to achieve symmetry in Eq. (5) relative to the time points  and 1n
sT  n

sT ,   
in Eq. (4) is replaced by  of Eq. (6). Eq. (5) is rearranged in Eq. (7). Therefore,

 can be solved based on temperature of the previous step. 

nq
1/ 2nq 

1n
sT 

� � � � � �� �41/ 2 1/ 2 1/ 2n n n n
f s f sq h T T T T��  � �  �

4n   (6) 

1 1/ 2 12 n n
n n s s n

s s
p

T TtT q k
s x x	

  �� ���
� ��� �� �

T�   (7) 

To avoid violating the second law of thermodynamics in Eq. (3), the stability 
condition � �� �2

/ /pk s t x	 � � � 0.5  has to be satisfied: for finer spatial resolution also 

smaller time steps are necessary, and the computational cost increases rapidly with 
spatial resolution. Furthermore, for increasing functions fT , the value of  must be 

larger than the value of  

1n
sT 

n
sT .  As a result, another stability condition has to be 

satisfied: 
1/ 2 1 0

n n
n s sT Tq k

x
 ��

�
�

� (8)

To compute the temperature profiles, a matrix of the temperatures of all nodal 
points is computed at each time step. x�  and t�  must be manipulated to satisfy the 
stability conditions during the numerical solution.  

2.2 Energy Based Temperature Profile Method, EBM 
To simplify the FDM of the 1D analysis, the energy conservation principle 

and a pre-determined shape function of the temperature profile is adopted in [16]. The 
amount of energy transfer to a section under fire exposure, , can be approximated 
as in Eq. (9) [18]. The amount of heat energy in that section, , is computed taking 
into account the heat capacity of the system, and the temperature profile as shown in 
Fig. 2.  can be approximated as in Eq. (10). Based on the energy conservation 
principle, the cumulative energy transfer  equals the accumulated heat energy 
as in Eq. (11) 
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where  is the room temperature; rT A  is the surface area; and  is the 
temperature profile within the cross section.  Assuming uniform temperature of the 
fire-exposed surface, the surface area can be replaced with unit area (i.e., 

( )nT x

1A � ).

…
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y

Fig. 2. Heat energy in the section: (a) Low energy case; (b) High energy case 

Through the energy conservation principle, 1n
sT   in Eq. (7) and the temperature 

in the section can be solved when the shape function of  is pre-determined. We 
postulate the shape function to be a power function as in Eq. (12). This is suitable for 
monotonically increasing fire curves. The temperature is always maximum at the fire 
exposed surface and decreases inwards within the section.  

( )nT x

0( )n nT x C x T��  n (12)
where

� � � �0 /n n n n
sC T T b

�
�� �  (13)

�  is the power of the function; nb �  is the effective depth in which the temperature is 
higher than the room temperature as described in Fig. 2; and T  is the temperature at 

.
0
n

nb �
 Two cases of temperature profile are shown in Fig. 2:  the low energy case in 
which T  and b b .  can be computed through the energy conservation Eq. 
(11).
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the high energy case in which T  and b b0
n

rT� n� � .  can also be computed through 
the energy conservation Eq. (11). 
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By substituting  the term � �1 /n n
s sT T� x� �  with the derivative from Eq. (12) at 

/ 2nx b x�� � � , T 1n
s
  in Eq. (7) and the stability condition (8) can be rewritten as (16) 

and (17): 
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The difference between n
fT  and n

sT  depends on the time, it is not constant. 

When the difference is small, the value of   in Eq. (5) may not satisfy Eq. (17). 
This condition could occur at any time step in both typical FDM and the proposed 
method. Once the dissatisfaction occurs, 

1/ 2nq 

1n
sT   is lower than n

sT . By using the FDM, 
 and t� x�  must be resized to satisfy the stability condition. However, to simplify the 

calculation, this study assumes 1n n
s sT T �  at a dissatisfied step 1n . Note that, as an 

increasing function, the pre-determined shape function cannot violate the second law 
of thermodynamics within the sections exposed to a monotonically increasing 
function of fire curves. The stability condition � �� �2

/ /k c t x	 � � � 0.5  is redundant 

and is omitted in the EBM.  
When the value of �  is pre-determined, the temperature profiles of sections 

exposed to a fire can be solved. The value � = 2.7 is suggested in [16]. By using the 
EBM, the large matrix system of regular FDM can be avoided. The procedure to 
predict the temperature profile is summarized in Fig. 3.

Fig. 3. Procedure to predict the one-dimensional temperature profiles in a section at 
step n

0n �
1n n� 

Output: ,  , and1n
sT  1

1
n
TQ  1nb  � 1 ( )nT x

1D-EBM 
Process

Input:  
Temperature: T , T  Properties: n

f r ps	 , , h ��
Intervals:  x� ,  Dimension: t� b
Time:  Shape function: t �

Compute q  by Eq. (6) 1/ 2n

Compute  and by Eq. (7) and Eq. (4) 1nq 1n
sT 

Compute Q = Q +1
1

n
T


1
n
T t1nq  �  by  Eq. (9) 

Compute b and T  by Eqs. (14-15) 1n � 1
0
n
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3. Simplified 2D Heat Transfer Analysis 
Consider a cross section with dimension of 2 2d c  exposed to a uniform fire 

on its four sides. Due to symmetry of the cross section, the analysis involves only a 
quarter of the section exposed to a fire in two directions as shown in Fig. 4. The 
decomposition shown in Fig. 4 is applied to approximate the two dimensional 
problem as a superposition of two one-dimensional problems. The temperature 
profile, , and the effective depth, ( )nT x nb � , in each direction are computed by using 
the 1D procedure in Fig. 3. The subscripts V  and H represent the vertical and 
horizontal direction, respectively.

Fig. 4. Quarter of a section exposed to fire in two directions and its decomposition 
model

Fig. 5. Temperature profiles: (a) overall temperature profile and (b) temperature 
profile in Zone D 

 The overall temperature profile is divided into four zones as shown in Fig. 
5(a), labeled with A, B, C and D. Zone A is out of the effective area of the heat 
transfer analysis for both horizontal and vertical analysis. The temperature in this 
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zone, the inner temperature , is a constant.  is the minimum temperature of the 
section. Zone B is only in the effective area of the horizontal analysis. The 
temperature profile in this zone, , varies directly with 

n
iT n

iT

( )
n

HT x x , independent of y .
Conversely, Zone C is in the effective area of the vertical analysis. The temperature 
profile in Zone C, , varies directly with ( )

n

VT x y  but is independent of x .
In Zone D we have both horizontal and vertical heat transfer. The temperature 

profile in this zone varies with both x  and y . Non-homogeneous boundary 
conditions are given by , ,  and , as shown in Fig. 5(a) and 
Fig. 5(b). The  and  are the surface temperatures in the horizontal and 
vertical direction of the corner. Note that all functions are based on the trial function 
in Eq. (12). The continuity conditions are, 
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Based on the overall character of Zone A to Zone C in Fig. 5(a) and the 
temperature profile in Zone D as shown in Fig. 5(b), the temperature function in the 
overall section is approximated by 

� � � � � �, , , ,( , )n n n n n n n n n
C s H s V i s H i s V i in n n n

H V H V

x y x yT x y T T T T T T T T T
b b b b

� ��
� � � �� �� � � �

� � �  � �  �  � � � � �
� �� � � �� � � �� �� � � �

n

       (22) 
where max( ,0)x x� �  and . The overall temperature profile in Eq. (22) 

is controlled by six key variables, i.e. 

max( ,0)y y� �
n
Vb � , n

Hb � , ,
n

s VT , ,
n

s HT ,  and . Through the 

horizontal and vertical analysis, the values of 

n
CT n

iT
n
Vb � , n

Hb � , ,
n

s VT  and ,
n

s HT  can be 
computed.  

Consider a diagonally symmetric temperature in the corner section, as shown 
in Fig. 6. The EBM can also be applied to such symmetric cases. The  is computed 
by using Eq. (16) in which the analyzed thickness, b , is assumed to be a small value, 
that is .

n
CT

b x� �

…..
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Fig. 6. Diagonally symmetric temperature  

Based on the decomposition model in Fig. 4, the 2D heat transfer energy of the 
quarter section with a unit length, , is approximated in Eq. (23). Whereas the heat 
energy in the section exposed to a fire in two directions, , in Eq. (10) can be 
rewritten to correspond with the 2D temperature profile in Eq. (24). As a result, 
can be derived, as done in Eq. (25), from the energy conservation principle, 

.

2
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2
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n
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2 2
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2 1,
n n n
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where

� �2
1 / 1n n

H Vb b" �� �� 

� �2 / 1n
Hb d" ��� 

� �2 / 1n
Vb c" ��� 

Note that, for the low energy case in which n
Hb � ! and n

Vb d� ! , n n
H Vb b� � �

,
n

 and 

,
n

s H sT T� V

n

, the temperature profile does not depend on the section dimension. The 
procedure to predict the 2D temperature profile is summarized as illustrated in Fig. 7. 
The EBM is considered as a spreadsheet calculation procedure.  
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2D-EBM 
Process

Fig. 7. Procedure to predict the 2D temperature profile 

4. Investigation of Suitable Exponent for the Temperature Profile 
Rectangular concrete sections are considered in the study. To investigate 

suitable values of the exponent � , the temperature profiles in concrete sections 
computed by FEM, using ANSYS software, are compared with the proposed method 
using different exponents. The concrete sections in the comparison are exposed to the 
nominal temperature-time curves of BSEB 1992-1-2:2004 [1] on their four sides. All 
the nominal temperature-time curves are monotonically increasing.  Due to symmetry, 
only one quarter of the section exposed to fire on two sides needs to be solved as 
shown in Fig. 4. The nominal temperature-time curves include the standard 
temperature-time curve (ST), the external fire curve (EX) and the hydrocarbon curve 
(HY), shown in Fig. 8.  We investigates 6 different sizes in this study: 300 mm  300 
mm ( ), 300mm   600 mm, 400mm 

 
2 2c d   400 mm, 500mm   800 mm, 600mm  

600 mm, and 800mm   800 mm. The temperatures for 8 different fire durations, 
which are 30, 60, 90, 120, 150, 180, 210 and 240 minutes, are scoped in the 
comparison. The maximum fire resistance in codes is normally 240 minutes. As a 
result, there are 144 (3x6x8) data sets in the comparison. 
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Fig. 8.  Nominal temperature-time curves of BSEB 1992-1-2:2004 [1] 

The thermal properties of concrete in accordance with BS EN 1991-1-2 (2002) 
[19] and BS EN 1992-1-2 (2004) [1] are specified in the computation. The variations 
of the thermal conductivity  and the product of the density and the specific heat  k

ps	  with temperature are described in Fig. 9. The specific heat capacity with 
moisture content of 1.5% is applied in the FEM analysis. The thermal conductivity 
used is a lower bound for concrete, which gives realistic temperatures for concrete 
structures [1]. To simplify the computation of the EBM, the value of ps	  is assumed 

to be constant at 2,300 J, about the average value of 3 3o10 J/m K ps	 . The coefficient 
of heat transfer-convection  is of 25 W/m2°K for the standard temperature-time and 
external fire curves and 50 W/m2°K for the hydrocarbon curve. Stefan Boltzmann 
constant and the resultant emissivity related to the concrete surface are 5.67 x 10-8

W/m2°K4 and 0.7, respectively. 

h

Fig. 9. Thermal properties of concrete 

To analyze the temperature profile in the section by ANSYS [10], the sections 
are modeled with three-dimensional solid elements, Solid70, having eight nodes with 
a single degree of freedom (i.e., temperature) at each node. The surface element, 
Surf152, is used to account for heat convection and radiation of the fire temperature. 
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The element size of  is specified for the FEM model whereas / 20 / 20c d x�  of 10 
mm is specified for the EBM analysis. The time increment t�  of 60 s is used in both 
methods.  

Fig. 10. Nodal points for the error investigation 

The temperatures obtained from the FEM and the EBM with different �
values are recorded for the 121 nodal points shown in Fig. 10. An error between the 
nodal temperatures obtained from the EBM, , and the nodal temperatures 

obtained from the FEM, , is characterized by the normalized absolute error:  
,

n
EBM ijT

,
n

FEM ijT

� �
,

,max

n n
EBM ij FEM ijn

ij n
FEM ij

T T

T
�

�
� ,        (26) 

The variation of the average normalized absolute error, av� , with �  value is described

in Fig. 11. av�  is the average value of n
ij�  throughout all 144 data sets which is 

normally 17,424 (121x144) nodal temperatures. However, the data sets with av�
larger than 0.10 are not included in the averaging, because the EBM is not an 
appropriate approximation in those cases.  The value � = 2.6 minimizes av�  and is 
optimal in this test panel, as illustrated in Fig. 11. 
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av�

Fig. 11 Variation of the average error with �  value 

An example of the temperature profiles from the FEM and the EBM, with �
= 2.6 for the 300 mm   600 mm cross section at 90-min fire exposure, is shown in 
Fig. 12. The fast approximate solutions are comparatively accurate near the fire 
exposed surface, giving results very similar to the FEM, but the accuracy diminishes 
inwards. Another illustration of the accuracy of the EBM is in Fig. 13 and Fig. 14, 
showing the variation of the temperature distribution along the diagonal line with 
duration of fire exposure.

Fig. 12 Temperature profiles in the 300 mm   600 mm cross section at 90-min fire 
exposure
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Fig. 13 Variation of the temperature distribution with fire exposure duration along the 
diagonals of small size sections 
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Fig. 14 Variation of the temperature distribution with fire exposure duration along the 
diagonals of large size sections 

Even though the �  value of 2.6 provides the minimum av� , large values of 

av�  ( 0.05av� � ) and significantly overestimated heat energy ( )
are still typical of the EBM for small size sections with long fire durations, as shown 
in Fig. 13.  is the accumulated heat energy according to the EBM, and 

 is similar according to the FEM. In such cases, the heat transfer energy is 

high compared with the heat capacity of the sections.  can be used to indicate 
the local variation in heat energy of each section. For example, under the same 
amount of heat transfer energy,  of a small sized section is higher than that of 
larger section, due to lower heat capacity. As a result, under the same amount of heat 
transfer energy,  is higher in smaller size sections.
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The variations of av�  and  with  are shown in Fig. 
15(a) and 15(b), respectively. The figures show that the temperature accuracy of the 
EBM relates to the accuracy of the energy. Large values of 

2, 2,/n n
T EBM T FEMQ Q /n

i cT T n

av�  are found in the cases 
with significantly overestimated heat energy. The assumption that the decomposition 
to one dimensional models is a good approximation to  in Eq. (23), no longer 
holds. Note that underestimated heat energy for low  is shown in Fig 15(b), 
and they normally occur at the early times of fire exposure. The cumulative heat 
energy is low, and the magnitude of error in the energy is small giving also accurate 
estimates of the temperature.  

2
n
TQ

/n
i cT T n

0Fig. 15 suggests that the data sets with  (109 data sets) can be 
considered acceptable cases, with 

/ 0.2n n
i cT T !

0.05av� ! , as summarized in Table 1. In the case of 
, the approximate temperatures are significantly overestimated in the inner 

area as shown in Fig. 13. However, the approximate temperatures are still close to the 
FEM analysis near the surface exposed to fire.

0.2n
iT � n

cT

Fig. 15 Variation of av�  and  with 2, 2,/n n
T EBM T FEMQ Q /n n

i cT T

Table 1 Acceptable cases for the EBM analysis  

Acceptable fire duration 
(min) for EBM analysis 

( )0.2n n
i cT T�

Section
(mm) 

ST EX HY
300 300 <150 <90 <120
300 600 <180 <120 <150
400 400 <240 <150 <180
500 800 >240
600 600 >240
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5. Validation of the EBM 
The EBM is validated by comparing the predicted temperature with the data of 

experiments and the FEM analysis. The experimental temperatures of RC sections 
under fire exposure from Lie et al. [20] reported in [13], Jau and Huang [21], Abbasi 
and Hogg [22], and Dwaikat and Kodur [23] are used in the comparison. Details of 
the dimensions, the fire load (ASTM E119 [24], BS 476 [25] and ISO 834 [26]) and 
the location of temperature measurement are described in Fig. 16. The thermal 
properties are assumed to be in accordance with BS EN 1991-1-2 [19] and BS EN 
1992-1-2 [1]. The effects of reinforcing steel in RC sections on the heat transfer 
analysis are neglected, due to its relatively small area [8]. Points D and E are at the 
reinforcing locations.  

The comparisons of the experimental temperature–fire duration relationship at 
the measured points and the temperature profiles with those of the EBM and the FEM 
are shown in Fig. 17 and Fig. 18, respectively. Note that, to limit the influence zone of 
unexpected fire [21], the temperature profile in Fig. 18 is described in the dimension 
of 250mm   300 mm. A good agreement between the EBM and the other methods is 
observed in the figures. The EBM temperatures are slightly low at early times, 
compared with both experimental results and FEM analysis.  
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Fig. 16 Details of the experiments and the locations of temperature measurement:  (a) 
Lie et al. [20], (b) Jau and Huang [21], (c) Abbasi and Hogg [22], and  Dwaikat and 
Kodur [23] 
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Fig. 17 Comparison of experimental temperature–fire duration relationship at the 
measured points with the EBM and the FEM: (a) the experiment of Lie et al. [20], (b) 
the experiment of Abbasi and Hogg [22], and (c) the experiment of Dwaikat and 
Kodur [23].
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Fig. 18 Comparison of experimental temperature profiles from Jau and Huang [21] 
with the EBM and the FEM  

            FEM               EBM           Test [21]

6. Discussion and Conclusion 
An energy based method for heat transfer analysis is developed based on the 

energy conservation principle and a pre-determined power function for temperature 
profiles in concrete sections. The power function is suitable for monotonically 
increasing fire curves. According to the energy conservation principle, the cumulative 
heat energy transferred from the boundary equals the heat energy accumulated within 
a fire-exposed section.  The heat energy within the section is computed based on the 
heat capacity and the temperature profile. As a result, the temperature function in the 
section can be computed.  

 The heat transfer energy of a rectangular section exposed to fire from two 
directions is evaluated based on decomposition to superposed one dimensional 
models, in which the energy can be computed by one-dimensional heat transfer 
analysis. Through the energy conservation principle, the temperature function in the 
overall section is evaluated. The temperature profile of a rectangular section is
controlled by six key variables that are the horizontal and vertical surface 
temperature, the horizontal and vertical effective depth, the corner temperature, and 
the inner temperature.

On comparing the EBM approximation with the FEM computations for 
various concrete sections and fire loads, the exponent = 2.6 minimizes the average 
error. However, the EBM approximation significantly overestimates the energy if the 
predicted minimum temperature exceeds 0.2 times the predicted maximum 
temperature. In such cases, the decomposition to one dimensional problems is a poor 
approximation. This characterizes the limitation of the EBM approximation in 
practical use.

The EBM is validated by comparing the predicted temperature with the 
experimental and FEM results. Even though the FEM analysis includes non-constant 
thermal properties, the simplified EBM approximation still delivers closely similar 
results.

 The energy based method can be implemented as a spreadsheet calculation, 
and the complications of using FEM or FDM can be avoided. Design engineers can 
simply apply the proposed method to evaluate the temperature profile in a regular 
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spreadsheet program. The proposed method facilitates analysis of heat transfer, 
necessary to ensure fire resistance of concrete structures under various fire scenarios. 
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Abstract— Under elevated temperatures, reinforced concrete 
(RC) structures are affected by variation of the mechanical 
properties with temperature.  Simplified and practical 
approaches which enable engineers to design RC structures 
accounting for the mechanical variation are required. The study 
develops a cross sectional analysis to predict the moment 
capacity of RC beams. The two-dimensional temperature 
distribution is used in the analysis. The capacity is computed 
based on the force equilibrium corresponding to the assumed 
element strain and the pre-determined element temperature. 
The variation of nonlinear stress-strain relationship with 
temperature is adopted in the analysis. The developed method is 
limited to under or normal-reinforced beams. The predicted 
moment capacity is validated with the finite element analysis. 
The cross sectional approach is found to be a potential method 
to predict the moment capacity under fire.  

Keywords: Cross sectional analysis, Moment capacity, RC 
beams, Elevated temperatures. 

I. INTRODUCTION

Mechanical properties of concrete and steel significantly 
reduce under elevated temperatures such as in Fire [1,2]. For 
safety reasons, structures must be designed to resist effect of 
fire. Reinforced concrete (RC) structures under fire are 
currently designed by using prescribed methods. The methods 
specify minimum cross-section dimensions and minimum 
clear cover to the reinforcing bars. The methods are limited to 
pre-determined dimensions and fire scenarios. To design 
different fire conditions, other design or analysis methods are 
required.  

As an alternative method, the finite element method (FEM) 
has been proven to be an efficient method to design RC 
structures during exposure to fire [3,4]. The finite element 
analysis of structures under fire consists of heat transfer 
analysis and structural analysis. Evaluated through the heat 
transfer analysis, temperature profile of structure members is 
used as a factor to define material properties in the structural 
analysis. However, using the approach requires a detailed 
finite element program as well as an expertise user.  

To facilitate structural designers, a sectional analysis has 
been proposed. The temperature profile within a concrete 
cross-section must be pre-determined before a sectional 
analysis. Generally, in addition to the FEM, evaluating the 
temperature profile can be computed based on the finite 
difference method [5], or the given temperature profile of EN
1992-1-2 [1]. By using a cross sectional analysis, a RC cross 

section is divided into finite elements or fibers. Based on a 
simple equilibrium and compatibility equations, structural 
behavior of a RC section is evaluated. The method can easily 
be applied in regular spreadsheet softwares.  Therefore, a 
sectional analysis is an alternative method in addition to an 
expensive finite element software.   

A few researchers have been adopted a sectional analysis 
to predict structural behavior of RC members under fire. 
Rigberth [6] computed the moment capacity of RC beams by 
summarizing force in each horizontal concrete element of the 
beam section until the force was equal to the summarized 
yield force of the reinforcing steel. The concrete elements 
were assumed to be in the compression strength. Rigberth did 
not consider the stress and strain distribution in the cross 
section. El-Fitiany [7] studied the moment capacity and the 
curvature of a RC section.  His concrete sections were 
considered as horizontal discrete fibers and assumed linear 
strain relationship along its depth. Temperature of each fiber 
layer was based on an average value of its temperature 
distribution and used to compute the corresponding stress. The 
average temperature of the fibers affects accuracy to predict 
the structural behavior.   

The current study proposes a sectional analysis to predict 
the moment capacity of RC beams under fire. The analysis is 
developed by dividing the concrete section into horizontal and 
vertical discrete elements. The discrete element causes more 
accuracy to compute its corresponding stress. The scope of 
study is limited to under or normal-reinforced beams exposed 
to fire only on its three sides, no fire load on its top surface. 
The three-side fire exposure is as a general case of an interior 
beam in a typical building. Induced thermal, transient creep 
strains, coefficient of thermal expansion and tensile strength of 
concrete is not considered based on the simplified calculation 
methods of EN 1992-1-2 [1]. Fire load is considered as time-
temperature curve such as the standard fire curve ASTME119 
[8]. The proposed method for calculating the moment capacity 
of fire-exposed RC beams is verified against a finite element 
program. 

Failures of RC beams can be considered as compression 
failure (over-reinforced beams), tension failure (under-
reinforced beams) and balanced Failure (balanced 
reinforcement). The beam is known as an over-reinforced 
beam when the concrete crushes before the tension rebars 
yield. This type of failure is a sudden failure. For under-
reinforced beams, the tension rebars yield before the concrete 
crushes. The beam is considered as a balanced-reinforced 
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beam when concrete crushes and the tension rebar yields 
simultaneously. However, the beam failure caused by fire is 
difficult to identify the stage of reinforcement, i.e. over, under 
or normal reinforcement since variation of the stress-strain 
relationships of concrete and steel with temperature. Due to 
the steel strength decreases much faster with temperature than 
the concrete strength, the over-reinforced beams may turn into 
the under or normal-reinforced beams under fire. Most failures 
are the tension failure or the balanced failure [6]. Therefore, 
the limitation of the under or normal-reinforced beams is 
adopted in the study.  

II. MECHANICAL OF CONCRETE AND STEEL

The sectional analysis of a RC concrete section under 
elevated temperatures is based on simple force equilibrium 
and compatibility equations. Variation of the stress-strain 
relationship with temperature is used to evaluate force profile 
of the cross section before an equilibrium check. Several 
researchers [9-11] have referred to the Eurocodes to assess 
behaviors of RC structures under and after fire. The current 
study also adopts the mechanical properties of steel and 
concrete at elevated temperatures based on the Eurocodes.  

The stress-strain relationship for concrete and hot rolled 
reinforcing steel is assumed to follow the stress-strain 
relationship of BS EN 1992-1-2 [1] up to the peak stress and 
perfectly plastic thereafter. The perfectly plastic is generally 
assumed for structural analysis under elevated temperatures 
[12] and imply used in the sectional analysis [6].  

A. Compressive stress-strain relationship of concrete 
The compressive stress -strain  relationship of 

concrete under elevated temperatures [1] is 
,c T� ,c T�
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in which ,c Tf  is the compressive strength of concrete under 
elevated temperatures referred to Table I;  and are 
the peak strain and the ultimate strain of concrete under 
elevated temperatures also referred to Table I. 
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B. Stress-strain relationship of steel 
The stress -strain  relationship of the reinforcing 

steel under elevated temperatures [1]  is 
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in which  is the slope of the linear elastic range under 
elevated temperatures; 

,s TE

,sp Tf  and ,sy Tf  are the proportional-
limit stress and the yield stress under elevated temperatures; 

and �  and  ( =0.02) are the proportional-limit 
strain and the yield strain under elevated temperatures. 
Variation of the mechanical properties of the steel with 
temperature is shown in Table II. 

,sp T ,sy T� ,sy T�

TABLE I. VARIATION OF COMPRESSIVE STRENGTH, PEAK STRAIN AND 
ULTIMATE STRAIN OF CONCRETE WITH TEMPERATURE [1] 

Calcareous Concrete 
Tempera
ture , T

( )oC o

,

,20 

c T

c C

f
f

1,c T ,cu T� �

20 1.00 0.0025 0.0200 
100 1.00 0.0040 0.0225 
200 0.97 0.0055 0.0250 
300 0.91 0.007 0.0275 
400 0.85 0.010 0.0300 
500 0.74  0.015 0.0325 
600 0.60 0.025 0.0350 
700 0.43 0.025 0.0375 
800 0.27 0.025 0.0400 
900 0.15 0.025 0.0425 
1000 0.06 0.025 0.0475 

TABLE II. VARIATION OF MECHANICAL PROPERTIES OF STEEL WITH 
TEMPERATURE [1]

Temperature 
, T  ( )oC o

,

,20 C

s T

s

E
E o

,

,20 C

y T

y

f
f o

,

,20 C

p T

p

f
f

30 1.00 1.00 1.00 
100 1.00 1.00 1.00 
200 0.90 1.00 0.81 
300 0.80 1.00 0.61 
400 0.70 1.00 0.42 
500 0.60 0.78 0.36 
600 0.31 0.47 0.18 
700 0.13 0.23 0.07 
800 0.09 0.11 0.05 
900 0.07 0.06 0.04 
1000 0.04 0.04 0.02 

III. SECTIONAL ANALYSIS

For the current study, RC beams are divided into 
horizontal and vertical discrete elements as shown in Figure 
1(a). The beam dimension is defined by the beam width b
and the distance between the tension bars and the top surface 
of the RC section d . The subscript of i  and  is used to 
denote row i  and column  of the element, respectively.  
The subscript of k  and  is used to denote number of the 
compression and tension bars, respectively. Temperature of 
the concrete element , the compression bars and the 

j
j

l

,c ijT ,ksT 	
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tension bars  are pre-determined before the sectional 
analysis.

,s lT

  (a)                          (b)                            (c) 

j=1…                   m 
i=1     .     .     .     .      
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b
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Figure 1. Discrete elements for the sectional analysis approach 

The strain distribution is assumed to be linear along the 
beam depth as described in Figure 1(b) but constant along the 
beam width. Due to the scope of an under or normal-
reinforced beam, the yield strain of the tension rebars controls 
the strain distribution of the cross section. Slope of the strain 
distribution �  depends on the yield strain , the location 
of the tension rebars d  and a trial distance of the neutral axial 

as

,sy T�

h

,sy T

d h
�

� =
�

        (3) 

The strain of each element is considered based on the average 
value. The strain of the concrete element and the 
compression bars are computed as follows: 

,c i�

,ks� 	

, ,c i c iz� = �

�

   (4) 

, ,k ks sz� 	 	=     (5) 

in which and are the distance from the neutral axial 
N.A. to center of the concrete element row , and to center of 
the compression bars k , respectively. 

,c iz ,ksz 	
i

Based on concept of the under or normal-reinforced 
beams, tensile stress of the tension rebars reach the yield 
stress ,sy Tf  corresponding to its temperature. Compressive 
stress of the concrete element ,  and stress of the 
compression rebars are a function of the corresponding 
strain and element temperature (see in Figure  1(b) and Figure  
1(c)) as described in Section II.    
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Summation of the compression force in the compressive 
zone  and the tension force T of the rebars can be 
computed as follows 
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in which , and  are the area of the concrete 
element,  the compression rebars and the tension rebars, 

respectively. The force equilibrium, i.e. C , is used to 
identify acceptable location of the neutral axial. 

,c ijA ,s kA 	 ,s kA
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The moment capacity of the beams at failure is computed 
as

M    (10) CL=
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in whichL is the lever arm of the resultant force between C
and T ; and z is the distance between the neutral axial and 
the resultant force C  as described in Figure  1(c). The 
process to compute the moment capacity is also summarized 
in the flow chart as shown in Figure 2. 

	

Start 

Input:  
- dimension and location cross section and 

reinforcing steel  
-  temperature profile 
-   stress-strain relationship of concrete and steel 

under elevated temperatures  

Compute yield strain of tension steel 

Trial neutral axial location ( )th

Compute strain of each concrete 
element and reinforcing steel 

Compute stress/force of each 
concrete element and reinforcing 

Mesh cross section 

Sum compression force Sum tensile force

yes 

No

1t t� 

Compute lever arm of 
resultant force 

Check equilibrium 

Compute moment capacity

End 

1�t

Figure 2. Process to compute the moment capacity 
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IV. COMPARISON WITH FINITE ELEMENT ANALYSIS

The proposed method is validated by comparing the 
predicted moment capacity under elevated temperatures with 
that of a finite element model. The beams as shown in Figure  
3 are used in the comparison. Beam 1 and Beam 2 are 
designed as an under-reinforced beam and a normal-
reinforced beam, respectively. Dimensions of the beams are 
200 mm x 300 mm in the cross-section, and 4000 mm in the 
supported span. To simulate a finite element model of the 
load-bearing beams under elevated temperatures, the 
commercial finite element software ANSYS is used. Due to 
symmetry of the investigated beams, the finite element model 
involves only a quarter of the beam as shown in Figure 4. 

The element size of about 20 mm is meshed in the finite 
element analysis and the cross sectional analysis. The 
compressive strength of calcareous concrete and the yield 
stress of the reinforcing bars are 24 MPa and 475 MPa, 
respectively. The beams are reinforced by 20 mm-diameter 
and 12 mm-diameter deformed bars and subjected to the 
standard fire curve of ASTM-E119 [8] as shown in Figure 5. 
The fire exposure only on three sides as the normal fire 
exposure is simulated.  The thermal and mechanical 
properties of the reinforcing steel and concrete in accordance 
with BS EN 1992-1-2 [1] are employed in the analysis.  
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3-DB20 2-DB20 

    200  

   
 3

00
  

30

30

    200  

   
 3
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30

30

Beam 1                                Beam 2 
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Figure 3. Beams used in the comparison 
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Symmetry boundary

Surface element  
for thermal load 

Solid element  

60                                                              40000                                                       60

Symmetry boundary

Figure 4. Finite element model of the beam 

Figure 5. Standard fire curve of ASTM-E119 [8] 

For the thermal analysis, the beam is modeled with three-
dimensional solid elements [13], Solid70, having eight nodes 
with a single degree of freedom (i.e., temperature) at each 
node. To simulate temperature profile of the section induced 
by the ambient temperature, the surface element, Surf152, is 
used to account for heat convection and radiation. The steel 
rebars do not significantly influence the temperature 
distribution of the beam cross-section [14]. Therefore, the 
rebars are not included in the heat transfer analysis. The 
analyzed temperature profile of the heat transfer analysis is 
described in Figure 6 and inputted in the cross sectional 
analysis. Note that, without the finite element analysis, the 
finite difference method [5] or the given temperature profile 
of EN 1992-1-2 [1] can also be used to predict the 
temperature profile. 

Before the structural analysis, the rebar elements are 
added in the model. The rebar temperature is defined to be 
equal to the temperature of concrete at the same location. A 
solid element, Solid65, to model concrete and a bar element, 
Link8, to model the steel rebar are adopted in the structural 
model. The solid element is capable of modeling concrete 
cracking in tension based on the smear crack theory. The load 
at the yield strain of the reinforcing steel, =0.02, is used 
to identify the moment capacity of the beam.  
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Figure 6. Temperature profile of the heat transfer analysis for the half-width 
of the beams 
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Figure 7. Comparison of the moment capacity between the finite element 
and cross sectional analysis for Beam 1 

Comparisons between the finite element and the cross 
sectional analysis of the moment capacity under elevated 
temperatures  and degradation ratio of  to the 
moment capacity at room temperatures  is shown in 
Figure 7 and Figure 8.  It is described that the cross sectional 
analysis can accurately be used to predict the capacity 
degradation comparing with the finite element analysis. The 
predicted moment capacity of the cross sectional analysis is 
very accurate for Beam 2, the normal reinforced beam. The 
moment capacity of Beam 1 is lower than that of the finite 
element analysis about 15-20%. Under the 3-D finite element 
analysis, the strain profile of the beam section at the mid span 
differs from the assumption of the linear strain distribution. 
The different strain profile causes the difference of the 
moment capacity. However, the cross sectional analysis tends 
to provide the conservative capacity comparing with the finite 
element analysis.  
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Figure 8. Comparison of the moment capacity between the finite element 
and cross sectional analysis for Beam 2 

V. CONCLUSIONS

The cross sectional approach is developed to analyze the 
moment capacity of RC beams under elevated temperatures. 
The concrete section is divided into discrete elements in 
horizontal and vertical direction. The strain distribution is 
assumed to be linear along the beam depth but constant along 
the beam width. The moment capacity is computed based on 
the force equilibrium which is corresponding to the element 
strain and the element temperature. By using the sectional 
analysis, the element temperature must be pre-determined. 
The analysis considers the stress-strain relationship for 
concrete and the reinforcing steel. Induced thermal, transient 
creep strains, coefficient of thermal expansion and tensile 
strength of concrete is not included in the analysis. The scope 
of study is limited to the under or normal-reinforced beams.  

Accuracy of the proposed method in terms of the 
predicted moment capacity and the degradation ratio is found 
in the validation of the proposed method against a finite 
element analysis, especially for the normal-reinforced beam, 
However, for the under-reinforced beam, the predicted 
capacity is  less accurate and more conservative. Effect of the 
reinforcing level and the assumption of the linear strain 
distribution should be further investigated to remind the limit 
of the sectional analysis. However, the cross sectional 
approach is a potential method to predict the moment 
capacity under fire and can be simply applied by design 
engineers.  
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ABSTRACT 

For fire safety, the moment capacity of RC beams under fire 
load can be simply computed by using such as the 500 °C 
isotherm method and the two dimensional sectional 
analysis. The 500 °C isotherm method recommended by 
Eurocode is a handy simplified method. Whereas the two 
dimensional sectional analysis can simply be implemented 
in a spreadsheet program. To suggest fire safety engineers, 
this study evaluates the accuracy to predict the moment 
capacity of both methods against 3D FE models. Different 
cross-section dimensions of RC beams under various fire 
load including standard fire and parametric fire curve are 
investigated. It is found that the moment capacity obtained 
from the isotherm method is significantly conservative.  The 
capacity of the isotherm method is lower than that of the 
sectional analysis up to 17%. The moment capacity of the 
sectional analysis is agree well with the capacity of the FE 
models at which the tension reinforcements reach the yield 
stress about 10% of their beam length. However, the 
ultimate capacities of the FE model are normally higher 
than the capacity of the sectional analysis. It implicitly 
describes the safety of the sectional analysis. Therefore, for 
economy design, fire safety engineers may apply the 
sectional analysis to evaluate the moment capacity. 
 
Keywords:500 °C isotherm, sectional analysis, moment 
capacity,  FE model, RC beam.
 
I.       Introduction 
 
Under fire scenarios, mechanical properties of concrete and 
steel significantly degrade. For safety purposes, fire 
resistance of structural members must be evaluated based on 
fire loads, fire durations and sectional details. Fire resistance 
of reinforced concrete (RC) members can be identified in 
terms of their fire resistance duration or their load capacity.  
 
The fire resistance duration of RC beams is defined as the 
length of time which the member can retain structural 
stability criteria of in fire safety codes and standards [1, 2]. 
As prescribed methods in the fire safety standards, the fire 
resistance duration is specified based on minimum cross-
section dimensions and minimum clear cover to the 
reinforcements for the predetermined fire loads. By using 

the prescribed methods, structural and thermal analysis of 
the beams can be avoided. However, the methods are limited 
to predetermined dimensions and fire loads. Even though, 
there are number of methods and formulae for evaluating the 
fire resistance duration of various RC section and fire load 
[3-5], the methods do not clearly consider effect of service 
or design load on the fire resistance.  
 
To clearly determine the fire resistance, engineers are 
required to compute load capacity of RC beams under fire 
for their specific design. The load capacity must be 
conducted through heat transfer analysis and structural 
analysis.  The heat transfer analysis provides temperature 
profile of the beam section which is used to define 
corresponding material properties in the following structural 
analysis. In addition to the finite element (FE) method, the 
temperature profile can also be obtained by using the 
predetermined temperature profile of BS EN 1992-1-2 [6], 
the finite difference method [7], the energy based 
temperature profiles as a simplified of the FDM [8], etc. 
 
For the structural analysis, the FE method has been proven 
to be an efficient method to evaluate the load capacity [9, 
10]. The FE method can be used instead of real beam 
experiments. Due to its complicate use, the method is 
generally applied in research works. The 500 °C isotherm 
method [6] and the two dimensional sectional analysis [11] 
are alternative computation methods. As a handy simplified 
computation method recommended by BS EN 1992-1-2 [6], 
the 500 °C isotherm method has been widely applied to 
design the load capacity. The method assumes zero concrete 
strength for all concrete above 500 °C but full concrete 
strength for all concrete below 500 °C. Effect of the 
temperature profile is just partly considered and may affect 
accuracy to predict the capacity. To fully consider the 
temperature profile, the two dimensional sectional analysis 
was developed [11]. The load capacity of the sectional 
analysis is computed based on the force equilibrium 
accounting for element strain and the relative strength of the 
concrete and steel as a function of the temperature. The 
sectional analysis can simply be implemented in a regular 
spreadsheet program [11]. 
 
The accuracy investigation of the simplified computation 
methods is limited. Comparing with computer program of a 
simplified two dimensional sectional analysis, Reference 
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[12] found the slightly conservative accuracy of the 500 °C 
isotherm method. The investigated beams [12] are only 
under groups of fire loads in which their heating phases are 
very similar to the ISO-834 standard fire [2]. Therefore, this 
study is aimed to clearly evaluate the accuracy to predict the 
moment capacity of both methods for various cross-section 
dimensions of RC beams and fire loads including standard 
fire curves and parametric fire curve. The fire exposure only 
on three sides of the beams as the normal fire exposure is 
simulated. The capacity of the simplified computation is 
compared with of three dimensional FE models. 

II.  Simplified Computation Method  
 
RC Beams carrying load under normal temperature causes 
bending moments and shear force. This study focuses on the 
moment capacity of under-reinforced beams as practical 
design.  For under-reinforced beams, the concrete crushes 
after the tension reinforcement yields.  
 
To compute the moment capacity, the stress-strain 
distribution in a beam cross-section is graphically described 
in Fig. 1.  The ultimate moment capacity, UM , consists of  
the capacity corresponding to the force of compression 
reinforcement, 1UM , and the force of concrete in 
compression zone, 2U .Where ,  and is the 
effective depth of the beam, the effective depth of the 
compression reinforcement and the lever arm between 
centroid of the tension and compression reinforcement, 
respectively;  is the width of effective cross-section; 

M d d � z

b x is 
the depth of the compression zone; sA  and sA � are the area 
of tension and compression reinforcements; �  and �  are 
the strain and the stress of materials; and the subscript of c , 

 and s  represents concrete, tension reinforcements and 
compression reinforcements. Note that the tension stress in 
concrete is neglected due to its very low tensile strength 
comparing with the reinforcement. 

s 	

 
Under high temperature, the strength degradation with 
temperature of concrete and steel affects the ultimate 
moment capacity. In this study, temperature profile of the 
beam section is predetermined by using the heat transfer 
analysis of the FE method. The structural analysis of the 500 
°C isotherm method and the two dimensional sectional 
analysis are described as follows: 
 
A. 500 °C Isotherm Method  
 
The 500 °C isotherm method is valid for a given minimum 
width of cross-section under a standard fire curve and a 
parametric fire exposure with an opening factor � 0.14 m1/2 
[6]. The method simply reduces the cross-section size with 
respect to the temperature profile. The average depth of the 
500 °C isotherm in the cross-section is determined. Concrete 
with a temperature over 500°C is assumed to have no the 
compressive strength whereas concrete with a temperature 

under 500 °C is assumed to retain its initial values of the 
strength and modulus of elasticity.  
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's�
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'sA
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d �

d
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Figure 1. Stress-strain distribution in RC beam sections. 
 
Fig. 2 (a) illustrates an example of the effective cross-
section with the effective width, fib , under fire. The 
temperature of all reinforcements in the tension and 
compression zones is used to specify the corresponding 
strength for the computation. Even though, some of the 
reinforcements may fall outside the 500 °C isotherm, they 
are still included in the computation.  
 
The method applies the conventional computation method 
[13] to determine the ultimate moment capacity of the 
reduced cross-section, ,U ISO , in (1) to (6). The 
compressive stress distribution is assumed to be a 
rectangular stress distribution at the compressive strength of 
normal temperature (20 °C ), ,c RT , as described in Fig. 2 
(b). The factor � and � define the effective height of the 
compression zone and the effective strength, respectively. 
For normal strength concrete, the factor � and � are 0.8 and 
1 [13].  

M

f �

sF , 'sF  and cF  are the ultimate force of the tension 
reinforcements, the compression reinforcement and the 
concrete in compression zone, respectively.  Due to the 
force equilibrium in the section, s s cF F F��  .          
#
# , 1U ISO U UM M M 2�  ## �$�#

# 1U sM F z�� # �%�#

# 2U cM F z�� # �&�#

# , , ( ) 1s s k y k sF A f T F� �� �� # �'�#

# ,c c RT fi 2sF f xb F( "�� � # �)� 

# , , 1 2( )s s l y l s sF A f T F F� � � # �*� 

z� is the lever arm between centroid of the tension 
reinforcements and compression concrete; the subscript of 

 and l  represents number of the compression and tension 
reinforcements; and
k

( )yf T is the yield stress of 
reinforcements at temperature .  T
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Figure 2. Principle of 500 °C isotherm method: (a) 500 °C isotherm in 
the cross-section and (b) conventional computation method [6]. 

 
B. Two Dimensional Sectional Analysis 
 
The beam cross-section with their horizontal and vertical 
discrete elements is used in the computation as shown in 
Fig. 3(a). The element size of is used in this study. 
The subscript of  and 

/10b
i j  represent number of row and 

column of each element. The strain distribution is assumed 
to be linear along the beam depth but constant along the 
beam width as described in Fig. 3(b). For an under-
reinforced beam, the yield strain of the tension 
reinforcements, ( )sy T� , = 0.02  controls the strain 
distribution of the cross-section. Slope of the strain 
distribution+ , the strain of the concrete element ,c ij�  and 
the strain of the compression bars ,s k� �  are computed in (7), 
(8) and (9). 
 

#
( )sy lT

d x
�

+ �
�

# �,� 

# , ,c ij c iz� +� # �-� 

# , ,s k s kz� +� �� # �.� 

x  is the trial distance of the neutral axial;  ,c i and ,z s kz � are 
the distance from the neutral axis, N.A., to center of the 
concrete element row i , and to center of the compression 
bars , respectively. k
 
Stress of the concrete elements , ( )c ij T� ,  the compression 
reinforcements , ( )s k T� �  and the tension reinforcements 

, ( )s l T�  is determined corresponding to their strain and 
temperature (see in Fig. 3(b) to 3(c)).  Summation of 
compression force in the compressive zone, C , and the 
tension force, , of the reinforcements can be computed as 
follows: 

T

#

.

, , ,
1 1 1

( ) ( )
N Ai all all

c ij c ij s k s k
i j k

C T A T� � �
� � �

� �� � ,A � # �$/� 

 
 

  
j=1…                   m  i=1      .      .      .     .  

 n 

.NAi

�c 

s � 

C 

T 

Element  Temperature  

(a)       (b)                                     (c)  
Figure 3. Discrete elements for the sectional analysis [11]. 

 

 , ,
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sy T s l
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T f A
�
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The force equilibrium, i.e. C , is used to identify 
acceptable location of the neutral axis based on trial and 
error process. The ultimate moment capacity of the 
sectional analysis, , is computed as 

T�

,U SAM
 
 # ,U SAM CL� # �$%� 

in which L is the lever arm between the centriod of  and 
 as described in Fig. 3(b). 

C
T

III.   Investigated Beam and Mechanical Property 
 
The 4 beam sections named as B1 to B4, as shown in Fig. 4 
are used in the investigation. The stirrup and the beam 
length are not used in the simplified computations but 
required in the 3D FE model. The beams are exposed to fire 
loads of the nominal temperature-time curves [6] and a 
parametric temperature-time curve [5] as shown in Fig. 5. 
The nominal temperature-time curves include the external 
fire curve (EX) and the standard temperature-time curve 
(ST). Fire 1 and Fire 2 as a parametric temperature-time 
curve are derived based on compartment properties such as 
the fuel load, ventilation opening and wall linings [14]. The 
fire loads of Ex and Fire 2 represent less severe fire 
scenarios whereas the others represent severe fire scenarios. 
The 48 cases are investigated and described in Table 1. 
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Figure 4. Investigated beams. 

 
Table 1 Investigated Cases 

 
Fire duration (min) for fire load Beam 

ST and EX Fire 1 and Fire 2 
B1 30 60 90 30 60 90 
B2 60 90 120 60 90 120 
B3 60 120 180 60 120 150 
B4 120 180 240 90 120 150 
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Figure 5. Temperature-time curve. 

 
To compute the moment capacity by using the sectional 
analysis and the FE method, the variation of stress-strain 
relationship with temperature is required. This study applies 
the normalized stress-strain relationship for calcareous 
concrete and hot rolled reinforcing steel of BS EN 1992-1-2 
[6] as shown in Fig. 6. After the peak stress, the perfectly 
plastic is generally assumed for the structural analysis under 
elevated temperatures [15]. At normal temperature 20 °C, 
concrete with the compressive strength cf � of 24 MPa are 
assumed.  Based on their steel grade, the yield stress of steel 
reinforcement yf  are 475 MPa for the bars with 0 �  12 
mm and 320 MPa for all stirrups and the rests. 

 
 
 

IV. Finite Element Model 
 
The accuracy of the simplified computations is validated by 
comparing with a 3D finite element model. The model is 
simulated by the commercial finite element software 
ANSYS. The beams in Fig. 4 are modeled as a cantilever 
beam with load at their end as shown in Fig. 7. The beam 
length and the stirrups are designed and modeled to prevent 
the shear failure in the analysis. The fire load as the 
temperature-time curve is applied on the three sides of the 
beam model. Due to symmetry of the beams, the finite 
element model involves only the half section. Similar to the 
sectional analysis, the element size of about is also 
meshed in the finite element model. The thermal and 
mechanical properties of the steel reinforcement and 
concrete in accordance with BS EN 1992-1-2 [6] are 
employed in the analysis. To evaluate the moment capacity, 
both thermal and structural analysises are conducted. 

/10b

 

0.00

0.20

0.40

0.60

0.80

1.00

1.20

0.00 0.01 0.01 0.02 0.02

20°C 
200°C 

300°C 

400°C 
500°C 

600°C 

700°C 

800°C 

0.00

0.20

0.40

0.60

0.80

1.00

1.20

0.00E+00 1.00E-02 2.00E-02 3.00E-02

300°C 
400°C 
500°C 
 
600°C 
 
700°C 
 
800°C 
900°C 
1000°C

20°C 

200°C 

  0       0.005    0.01     0.015   0.02             0               0.01          0.02        0.03

1.2 

1.0 

0.8 

0.6 

0.4 

0.2 

0.0 

o/ (20 C)c cf� �
1.2

1.0

0.8

0.6

0.4

0.2

0.0

o/ (20 C)s yf�

s� c�
(a)                                                      (b)   

Figure 6. Normalized stress-strain relationship: (a) for hot rolled 
reinforcing steel and (b) for concrete . 
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Figure 7. Finite element model.  

 
As shown in Fig. 7, a solid element capable of concrete 
cracking in tension is used to model the concrete elements. 
The reinforcements and stirrups are modeled with a bar 
element. The thermal analysis accounts for heat convection 
and radiation. The element temperature is used to determine 
the corresponding mechanical properties of each element in 
the following structural analysis.  The load at the 
reinforcement yield strain, ( )sy T� , of 0.02 is specified to 
identify the moment capacity of the beams. A detailed 
description of the FE model is given by [11]. 
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V.   Moment Capacity Investigation 
 
The moment capacity of all beams are computed by using 
the 500 °C isotherm method, the two dimensional sectional 
analysis and the 3D FE analysis. The temperature profiles 
used in all computations are derived by the heat transfer 
analysis of the FE model. Therefore, each case of the 
computation has the same temperature profile.  
 
The simplified methods compute the ultimate moment 
capacity with the yield stress of the tension reinforcements. 
However, in the 3D FE model, the reinforcements do not 
simultaneously yield. As an example, consider the yielding 
in Beam1 under ST load at 30-min fire duration shown in 
Fig. 8. The results obtained from the FE models reveals that 
the tension reinforcements initially yield at the maximum 
moment location, that is near the support. However, the 
beam failure is still not occurred. Once the applied load is 
increased, the tensile force is transferred to the adjacent 
rebar element. The yielding gradually extends to the 
reinforcement element far the support. Note that the tensile 
force induced in the reinforcements is also transferred to the 
surrounding concrete causing cracking of the surrounding 
concrete elements along the length of the reinforcements. 
 
Because the analysis involves many crack elements, it is 
time consuming to determine the ultimate load of the 3D FE 
model. The FE moment capacity FE  is determined when 
the yielding length of the tension reinforcements is about 
10% of the beam length. Normally, the ultimate moment 
capacity is higher that the determined  about 15 - 20%.   

M

FEM
 
Consider accuracy to evaluate the moment capacity of the 
simplified methods against the FE method for all beam cases 
as shown in Fig. 9(a). The graph shows the ratios of  

,  and  over the value of  FE . 
The value of ,  ratio is mostly close to 1 
whereas the value of ,  is mostly lower than 
0.87. That is the sectional analysis accurately provides the 
moment capacity comparing with the FE method. The 500 
°C isotherm method tends to provide the very conservative 
capacity. ,U SA  and ,U IS  are lower than  up to 
10% and 21%, respectively.  

/U ISO FEM M , /U SA FEM M M
/U SA FEM M

/U ISO FEM M

M OM FEM
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Figure 8. Variation of the tensile stress in the tension reinforcements with 

moment load. 
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Figure 9. Comparison of the moment capacity: (a) moment capacity ratio 

of the simplified method to the FEM, and (b) degradation ratio of the 
moment capacity.  

 
Note that fire loads and fire duration do not clearly affect the 
difference between ,  and , . 
However, the difference tends to be larger for the large 
section such as the 50 cm x 80 cm beam. FE  of the beam 
is about 140,000 kg-m. The maximum difference between 
the simplified methods is about 17% or 26,000 kg-m. The 
characteristics may be due to enlargement of the temperature 
profile effect in the large section. 

/U ISO FEM M /U SA FEM M

M

 
The degradation ratio of the moment capacity over the 
average temperature of the tension reinforcements is 
described in Fig. 9(b). All methods provide similar 
degradation ratios in each case. The moment capacity is 
normally not degraded when the reinforcement temperature 
lower than 400 °C. At this stage, the yield strength of steel 
and the compressive strength of concrete are less damaged. 
Similar to the mechanical properties, the moment capacity 
are significantly degraded when the reinforcement 
temperature higher than 400 °C.     
 
VI. Conclusion
 
As a simplified method to compute the moment capacity of 
RC beams, the 500 °C isotherm method and the two 
dimensional sectional analysis are evaluated against the 3D 
FE analysis. The moment capacity of the FEM is determined 
when the yielding length of the tension reinforcements 
reaches about 10% of the beam length. It is found that the 
sectional analysis provides the moment capacity close to the 
FE method. The 500 °C isotherm method provides the very 
conservative moment capacity up to 21% comparing that of 
the FE method. The large cross-section tends to cause the 
larger capacity difference between the simplified methods. 
However, the degradation ratios of all methods are slightly 
deviate from each other. Note that the ultimate moment 
capacity of the FE method is higher than the determined 
capacity about 15 - 20%. Therefore, the moment capacity of 
the sectional analysis is still safe and more economy to be 
used.  
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