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Abstract: In this paper, wireless sensor network has 
been employed to collect the data and control the 
electronic devices in a shrimp hatchery farm. More 
than 20 our in-house sensor nodes called Unode were 
used to monitor the water temperature and 24 air-
conditions were controlled automatically by 12 nodes. 
Our routing protocol has been applied in this real 
system. In this work, we present the packet success 
ratio and the latency of our routing protocol targeting 
in the real environment of the shrimp hatchery farm.  

Keywords: wireless sensor networks, shrimp hatchery 
farm, routing protocol

I. INTRODUCTION

Wireless Sensor network (WSN) has been widely 
used in many applications [1-3] for instances, 
monitoring environmental or agricultural condition 
in the fields and enemies detection in the military 
system. In the past, each sensor is connected by 
wires to transmit the data back to the server. 
Therefore, the wired sensor is not flexible and 
expensive when several sensors are required. In a 
recent year, wireless sensor network is introduced to 
be another interested solution. The concept of 
wireless sensor network composes of a hundred or 
thousand small devices. Each small device called 
mote or node consists of the sensing, data processing 
and RF communication. Motes can form a network 
and send data to each other wirelessly.  

The IEEE 802.15.4 has been announced as a 
standard [4] for a low-power Low-Rate Wireless 
Personal Area Network (LR-WPAN). The network 
topology in wireless sensor network can be changed 
during deployment where supported by IEEE 
802.15.4.   

According to the limited range of radio 
communication, mote has to forward data over 
several hops to reach its external base-station (BS). 
Thus WSN has to be deployed in an ad hoc manner 
and the routing protocol is also required. Apart of 
short range communication in WSN, energy is a 
limitation of mote. The energy source of such small 
device is a battery. Therefore, energy awareness is 
needed to be concerned in routing protocol 
development. Another constrain of WSN is 

bandwidth. All these limitations challenge to 
develop routing protocol in WSN. 

The characteristic of wireless sensor network 
distinguishes from other wireless networks. First, it 
is not possible to build a global addressing scheme 
for a large number of sensor nodes. The ID 
maintenance can be a high overhead. Thus IP-based 
protocols may not be used in WSN. Second, almost 
all applications in WSN require the flow of sensed 
data from multiple sources to a particular base-
station (BS). This can make a data collision when 
every sensor sends the data at the same time. Finally, 
there is a high probability to have some data 
redundancy. This redundancy can improve in routing 
protocol. 

This paper proposes a new routing protocol 
targeting to apply in shrimp hatchery farm. Our 
routing protocol development needs to concern to 
data sensing, reporting, fault tolerance, and data 
aggregation. First, our application requires various 
data sensing and reporting models. The time-driven 
delivery model is suitable when the data is 
monitored periodically. However, the event-driven is 
also required when motes have to react immediately 
to sudden changes in the environment. Second, when 
sensor nodes fail or be blocked due to physical 
damage or environment interference, it should not 
affect the sensor network. MAC and routing 
protocol must find out the new link and forward the 
data to base station. The last concern is to aggregate 
the similar packets from different motes. So the 
number of transmission is reduced. 

The remainder of this paper is organized as 
follows. Section II describes the state-of-the-art in 
routing protocols of WSN. The requirements of 
shrimp hatchery farm system are explained shown in 
section III. The proposed routing protocol is 
presented in section IV. The environment of the 
system testing and Unode are explained in section V. 
In section IV, the evaluation of our routing protocol 
is discussed. Then we draw the conclusion in section 
VII. 
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TABLE 1

ROUTING PROTOCOLS IN WSN 

Type Class Protocol Examples 

Network 

Structure

Flat SPIN and Direct 
diffusion

Hierarchical LEACH, PEGASIS, 
TEEN and APTEEN 

Location-based GPS 
Ad hoc routing tinyLunar, tinyAODV 

and LoWPAN-AODV 

II. RELATED WORK

The authors in paper [5] survey the state-of-the-
art in routing protocols of wireless sensor networks. 
They classify routing protocols using their network 
structure and protocol operation as shown in Table1. 
However, we will only explain the network structure 
due to it is widely used in WSN. 

1)  Flat routing protocol 
Sometime is called data centric routing. Each 

node performs the same function, sensing and 
transmitting the data to base-station. Examples of 
this routing protocol begin with SPIN[6] and direct 
diffusion[7]. These two routing protocol were 
aiming for energy saving and elimination of 
redundant data. The advantage of SPIN protocol is 
each node only needs to know its single-hop 
neighbours. Meanwhile, direct diffusion is suitable 
to the scenario that BS send queries to the sensor 
nodes by flooding some tasks and also supports data 
aggregation and caching very well. 

2)  Hierarchical routing 
This type of routing protocol has some 

advantages on scalability and efficient 
communication. The whole idea is to create a cluster 
head and assign special task to it. This can 
contribute to overall system scalability, lifetime and 
energy efficiency. Low Energy Adaptive Clustering 
Hierarchy (LEACH)[8],  Power-Efficient Gathering 
in Sensor Information Systems (PEGASIS)[9] and 
Threshold-sensitive Energy Efficient Protocol 
(TEEN)[10] are well-known examples. 

3)  Location based  routing 
This routing protocol focuses on the locations of 

sensor nodes that can be estimated on the incoming 
signal strength or using Global Positioning System 
(GPS). Due to this routing protocol is not suitable 
for our application domain, we will not discuss in 
more detail.

4)  Ad hoc routing 
In wireless sensor network, the data is required 

to be forwarded through the network and avoiding 
unnecessary resending. The great number of nodes 
has been deployed in the field randomly. If some 
individual node fails temporary or permanently, 
wireless sensor network has to continue operations. 
Therefore, the routing protocol is required to have 
self-organization and self-maintaining. This kind of 
routing protocol is called ad hoc. Because of the 
processing, storage capacities and power source 
limitation, routing protocol in wireless sensor 
network must be small. Ad hoc On-demand Distance 
Vector (AODV) is well-known routing protocol for 
Mobile Ad hoc Network (MANET). This network is 
widely used in mobile computing devices such as 
PDA or laptop. There are many differences between 
MANET and wireless sensor network. First, 
MANET is aiming to use on high-end device in 
contrast to WSN. Second, nodes in MANET are 
allowed to move freely while nodes in WSN are 
mostly fixed after deployment.  

The concept idea of routing protocol in WSN is 
similar to the routing protocol in ad hoc network 
because WSNs are adapted from ad hoc network. Ad 
hoc routing protocols such as LoWPAN-AODV, 
tinyAODV[11] in TinyOS and tinyLUNAR[12] 
have been proposed recently to employ in wireless 
sensor network. 

III. REQUIREMENTS

The aim of this work is to implement the ad hoc 
routing protocols on a real world WSN application. 
The scenario is the WSN automation systems for 
shrimp hatchery. There shrimp can be grown under 
controlled environmental conditions. To control 
such parameters likes e.g. temperature they have to 
be measure first. By placing sensor nodes in the 
hatchery, a higher spatial resolution of the 
temperature can be measured. 

The sensor nodes collect data from temperature 
sensors corresponding to the programmable 
frequency. The data will be forwarded hop by hop to 
gateway node or based station. Then base station 
could export data to a database and provide access to 
the data via the internet. It could automatically 
regulate air conditioning in the hatchery after all 
data has been computed. Therefore, each sensor 
reading must reach the user. The WSN can operate 
in two modes, either sending sensor reading to the 
base station at the programmable frequency or 
receiving the command from users to control or 
reconfigure sensor nodes. 
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IV. PROPOSED ROUTING PROTOCOL

The proposed routing protocol adapted from 
concept of ad hoc routing. The proposed routing 
protocol used flooding to create the route of sensor 
node. In the proposed routing protocol has three 
phases as the following:

A. Phase setup 
Gateway broadcasts message to the neighbour 

sensor nodes. Node which is got the message will 
consider to creating the route. If that node does not 
used to get the message, node will forward that 
message to other nodes. The node will be selected to 
be the path member when it is the quickest respond 

Fig.1 create the route 

B. Phase collect data 
When the route path is set up, each node will start 

to get and send the data from its sensors to base 
station using multi-hop fashion. The data will be 
buffered on the next node in the sequence list. When 
the route fails, the data has no need to re-send the 
data from the original source node. 

Fig. 2 gateway collected data from sensor node 

C. Phase maintenance (connectivity)  
When node fails to receive the message in any 

cases within the interval time, source node will try to 
send the data twice. If the failure still exists, source 
node will broadcast message back to gateway.  

As soon as gateway gets the message, gateway 
will be sent message to sensor node, the new route 

path will be created after sensor node respond to 
gateway. 

Fig.3 gateway create new route when route failed 

V. TEST ENVIRONMENT

The equipment and environment are explained in 
this  

section. Our in-house node named Unode and its 
operating system (TinyOS) are given in the first part. 
Then later, the network topologies have been set to 
evaluate the performance of the proposed routing 
protocol. 

A. Unode and TinyOS 
This scenario uses five Unodes running light-

weight operating system named TinyOS. Unode is 
our in-house node which designed to use a 2.4 GHz 
and support IEEE 802.15.4. Thus CC2420 with 250 
kbps data rates is selected to be RF module whereas 
MSP430f1611 microcontroller is embedded to 
compute the data. We selected channel 26th  to avoid 
interference with other wireless system[13]. 

TinyOS has developed by The University of 
California, Berkeley and is programmed by NesC.
Due to TinyOS was designed for low-power and 
using a limited resource, it is suitable for WSN. 
TinyOS supports simple concurrent model with two 
execution threads. 

B. Test topologies 
We use three different topologies to evaluate the 

performance of our routing protocol, using: 4-hop 
string topology (Fig. 4.a), 2-hop path topology (Fig. 
4.b) and 3-hop lollipop topology (Fig. 4.c).  All 
scenarios we test communication between motes S 
(source) and motes D (Destination) in terms of 
packet success ratio, end-to-end delay measurements 
and Route Change (RC) Latency.  We set 
transmission power for transmission range between 
motes equal to 100 cm.    
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Fig.4 experimental topology  

VI. PERFORMANCE EVALUATION

C. Packet success ratio 
TABLE 2

DEFINITION OF SCENARIO FOR PACKET SUCCESS RATIO

Scenario Event 
A The originator mote sends packet 

data to destination only every 10s 
B Every motes send packet data to 

destination  at the same time (10s) 
C The motes send packet data to 

destination in order (5, 10, 15) 

In experiment we have three scenarios in Table 2. 
Scenario A source mote (mote S) only sends data 
packet to destination (mote D), period time to send 
at 10s. Scenario B every mote in topology sends 
packet data to mote D, period time to send at 10s. 
And the last scenario mote S, mote 1, mote 2 and 
mote 3 send packet data in order period time at (5, 
10 and 15).       

TABLE 3

PACKET SUCCESS RATIO RESULT

Topology Scenario 
A B C 

4-hop string 97.7% 84.5% 94.5% 
2-hop path 99.2% 81.2% 95.2% 

3-hop 
lollipop 98.4% 80.7% 94.6% 

Packet success ratio results are shown in table 3. 
The result of 4-hop string topology, 2-hop path 
topology and 3- hop lollipop topology are acceptable 
because packet success ratio of all more than 80%.   

D. End-to-end delay measurements 
TABLE 4

END-TO-END DELAY RESULT

number of hop time(ms) 
2 40.4 
3 55.9 
4 76.5 

In this experiment we perform end-to-end delay 
in 4-hop string topology.  

Experimental process:  

1)  forcing the motes to be discovered  

2)  motes created route to destination. 
After motes created route to destination. The 

results of end-to-end delay are shown in table 4and 
we can conclusion each hop using time estimated 20 
ms to end-to-end data delay. 

E. RC latency 
TABLE 5

DEFINITION OF SCENARIO FOR RC LATENCY

Scenario Event 
A The originator mote detects a link 

failure and initiates a new route 

In Experiment we perform RC Latency 
experiment in 2-hop path topology. We perform 
scenario A in table 5.  

Experimental process: 

1)  forcing the motes to be discovered and 
second step: mote S created route to mote D  

2)  mote S have a route to connection mote D by 
mote 1 

3)  after that 1 minute we move out mote 1 in 
topology 

4)  mote S detected link failure and mote S 
discover route to connection mote D  

5)  mote S connected mote D 
We test follow experiment process and RC 

latency results are shown in Table 6 measurement 
correspond to average value is equal 95.7 ms for 2-
hop topology and 132.5 ms for 3-hop lollipop. 
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TABLE 6

RC LATENCY RESULT

Topology RC latency(ms) 
2-hop path 95.7 

3-hop lollipop 132.5 

VII. CONCLUSION AND FUTURE WORK

In this paper, our routing protocol has been 
proposed. We test routing protocol algorithm in 
terms of packet success rate, end-to-end delay 
measurement and RC latency. The performance 
evaluation of proposed protocol routing in terms of 
packet success data is acceptable to using in the real 
system. The performance of end-to-end delay 
between each hop is estimate at 20 ms.  

Additionally, we evaluate RC latency in different 
topology. And develop proposed routing protocol to 
better in terms of RC latency and end-to-end delay.   
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