Chapter 2

M ethodology

This chapter describes the research methodology/tosdentify patterns and fit a
statistical model for road traffic accident moiain southern Thailand from

1996 — 2006. First we describe the study designdaital source and management.
Conceptual framework is also described. Finallyigemtify data analysis and the

statistical methods used.
2.1 Study design

We carried out analyses of the patterns and statishodels for road traffic accident
mortality based on a retrospective data study.sthdy focus was on all road traffic

accident deaths that occurred in southern Thaitamohg 1996 — 2006.
2.2 Data sour ce and management

The mortality data for southern Thailand from 1ulaty 1996 to 31 December 2006
were obtained fronthe Bureau of Health Policy and Stratelimistry of Public

Health. The data were collected from death cediéis across the whole country.
Death certificates are issued by a physician os@when death occurs in hospital and
by head of village or health personnel when deatiuis outside hospital. This data is
entered into the vital registration database thataintained by the Ministry of

Interior. It is used by the Ministry of Public Hedafor coding cause of deaths and
analyzing the data for the health statistical reptivat they publish. These data

contain information including gender, age, placessidence, year and cause of the
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death that is coded using ICD-10 (Internationak6ification of Diseases 10

revision). For road traffic accident the ICD-10isscribed with codes V01 — V89.

ICD (International Classification of Diseases)he international standard diagnostic
classification for all general epidemiological posgs fomonitoring of the incidence
and prevalence of diseases and other health preioiepopulation It relates to other
variables such as the characteristics and circurossaof the individuals affected,

reimbursement, resource allocation, quality andigjines.

It is also used to classify diseases and othetthpabblems recorded on death
certificates and health record$ese records also provide the basis for the
compilation of national mortality and morbidity 8&lics (World Health Organization,

2009).

The numbers of mid-year population used as dendommaas obtained from civil

registration population of Thailand from 1996 t®80

Records for road traffic accident in southern Tdradl were extracted. The data were

checked for errors and missing records.

Ages were categorized into 17 groups, including-@, 5-9, 10-14, 15-19, 20-24, 25-
29, 30-34, 35-39, 40-44, 45-49, 50-54, 55-59, 6056469, 70-74 and 75 or more.
One outcome of this study was mortality rates dated from number of road traffic

accident deaths that was obtained by aggregatem traffic accident deaths

according to variables including year, gender, ag# place of residence (province).
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2.3 Path diagram and variables

The path diagram of this study is shown in Figute Zhis study carried out
statistical analyses for estimating road trafficident mortality rates with the
determinant variables comprising year, province, @agd gender. This study covered
the road traffic accident death for drivers andspagers of motor vehicles as well as

pedestrians

Deter minant
e Year
_______ Outcome
e Province ) .
Road traffic accident
e Age mortality rate
e Gender

Figure 2.1 Path diagram of the study

2.4 Data analysis

Suppose thdDijm is a random variable denotedmber of deaths for road traffic
accidents in year provincej, age-grougk, and gendem, and estimated population

Pijkm. Thus the mortality rate can be computed by:

Y, = —m 1)

ijkm
J F|)]km
WhereYijxm is mortality rate for yeair, provincej, age-grourk, and gendem, K is a

scaling constant such as 1,000, 10,000 or 100,000.

In preliminary data analyses we identified roadfitaccident mortality in the form

of number of deaths and mortality rates. We idedithe aggregated number of
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deaths and road traffic accident death are prapodf all causes of deaths conducted
by dividing road traffic accidents number of deathth number of “all causes of
deaths” in corresponding age groups. We then cosdpage-specific mortality rates
for road traffic accidents and “all causes of death order to identify the age
patterns compared with road traffic accident arldcauses of death” for Japan in
2006 (Japan being the highest income country i@)A$m order to identify health
inequality and the burden due to road traffic aeotd death, we calculated excess
death as well as years of life lost (YLL) compavéth Japan and other regions of

Thailand.

Excess death is the difference between the nunflb¥aths in southern Thailand and
the number of deaths that would have occurredasdtparticular age groups if it had
the same mortality rates as Japan in 2006 and mggemns of Thailand. Excess
deaths were calculated by multiplying excess mitytedtes for southern Thailand
over Japan and other regions of Thailand with ssatiThailand’s population per

1000.

Years of life lost (YLL) is a method that is usedestimate the number of years that
are lost due to premature death in the populatios.useful for quantifying the
burden of specific diseases (or all causes) thagesathe premature death. YLL is the
one of the components of the DALY (Disability Adjed Life Years). DALY and

YLL were used by World Health Organization to quiyrthe burden of premature
death and disability for diseases or group of dissan the publication “Global

Burden of Disease” (Murray and Lopez, 1996). YLIndee computed by:
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YLL[r K] = &ez {e—(r AL+ [‘(r+ﬁ)(L+0c)—1]—e_(r +h)a [—(r +ﬁ)a—1] + #(1— e 'L ) (2)
(r+5)

WhereK is the age-weighting modulation constabis the adjustment constant for
age-weighting constant, r is the discounting rats, the age at deatp,is the age
weighting constant and is standard life expectancy at agéMurray and Acharya,
1997). In order to compare YLL due to road traffacident death in southern
Thailand with that of Japan, we used the standastthod that used in “Global Burden
of Disease” withC defined as 0.165& as 0.04, using 3% discounting rate, &d
assigned as 1 (use standard age weights). Addifpomee calculated YLL by using
the standard life table West level 26 (Coale and,@989) in which life expectancy
at birth is 80 and 82.5 years for males and femadspectively. All preliminary

analyses are presented using appropriate graphs.

Additionally, this study constructed statistical dets for estimating mortality rates.
Linear regression our first choice for fitting deaates as the simplest modeling.
However mortality rates have a positively skewestriiution. Thus mortality rates
need to be transformed by taking the natural léigariof the values. However, this
solution is invalid when the mortality rate outcomeludes zeros (i.e. when the
number of deaths is zero) because the logarithreiaf is undefined. Therefore, a
constant needs to be added to the mortality ratesdid zeros. However, when
mortality rates have an excessive number of zémead regression does not fit the
data well, and is inappropriate. In this circumsgrPoisson regression can be our

better choice.
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Poisson regression is commonly used for modelieghtimber of deaths in a
population within a certain time period. But these problem with Poisson
regression that occurs when over-dispersion ocdims.negative binomial is the
traditional alternative regression model for codata when over-dispersion occurs
and we use negative binomial for fitting models wikmisson models have
over-dispersion.
All graphical and statistical analyses were cargatusing R (R Development Core

Team, 2008) for entire preliminary data analysid siatistical modeling.
2.5 Statistical methods
Multiple Linear Regression Analysis

Linear regression analysis is used to analyzeidatéich both the determinants and
the outcome are continuous variables. In the sighglase involving a single
determinant, it can describe the data in the scalibeé by fitting a straight line. In
conventional statistical analysis the line fittedhe least squares line, which
minimizes the squares of the distances of the pamthe line, measured in the
vertical direction. If there is more than one detierant, the method generalizes to
multiple linear regression, in which the regresdina extends to the multiple linear

relation represented as

Y=ﬁo+2ﬂixi+5 3
WhereY is the outcome variablgy is a constant,/} is a set of parametersi§ the

number of determinants), ang}is a set of determinants.
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The model is fitted to the data using least squavagch minimizes the sum of

squares of the residuals.

There are three assumptions that have to be chedkeunl using linear regression
analysis. First, the association between deperatehindependent variables is linear.
Second, the variability of the error (in the out@wariable) is uniform and these
errors are normally distributed. If these assunmstiare not met, a transformation of
the data may be appropriate. Linear regressiorysisahay also be used when one or
more of the determinants are categorical. In thiedhe categorical determinant is
broken down int@-1 separate binary determinants, whergthe number of
categories. The omitted category is taken as thelio@ or referent category (McNeil,

1996).
Poisson Regression

Poisson regression is appropriate for fitting medekh count data (non-negative
integer-values). Road traffic accident death isnt@ata, being the number of people
who died from road accidents which are non-negatiteger-values. The probability
function for the Poisson distribution with obseneaalints ofy is given by:

e’}
yi

Prob (Y =y) 4)

Where/ is known as the Poisson parameter, which equdlsthe mean and the
variance. Poisson regression model can be fitteasing the generalized linear
models (GLMs) equation with the log link functiod¢Cullagh and Nelder, 1989).

Suppose thatijmis a random variable denoting the number of roaffitraccident
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deaths in yeair, provincej, age grougk and gendem. Then the Poisson regression

model is taken the form:

IN(Ajm) = IN(Pym) + 1 + @ + B + i, (5)
Wherel is the mean ofjm, pjm IS the population in yeamprovincej age grouk
and gendem, a is the effect of yeay; is the effect of province andis the effect of

age.

A problem with the Poisson regression model ocadmsn we encounter over-
dispersion. This means that the variance is grelaéer mean and thus an assumption

of the Poisson distribution is broken.

The negative binomial is the traditional alternatregression model for count data
and it is the extension of Poisson regression. disisibution of observed counys

takes the form:

Prob (Y=y) = [(y+K) ( K ]( 4 ] (6)

r'y+drk){ k+4 k+ 4
Wherel is the gamma function arkds known as the dispersion parameter, (k is
greater than 0). Unlike the Poisson distributiorereithe mean must equal the
variance, the negative binomial allows the variagr@ater than the mean. The
variance of the negative binomialiis A%/k. Note that negative binomial is
equivalence to the Poissorkifthe dispersion parameter) is equal to 0. Thissf
equal to 0 Poisson regression model is approptatethe negative binomial is

appropriate ik is significantly different from 0.
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Coefficient of determination

Coefficient of determination of is a common test for evaluating goodness oftfit. |
relates to the correlation coefficient (the coeéiit of determination is the square of
the correlation coefficient). It gives the percg@af total variation in the dependent

variable explained by the regression line (Schroeta., 1986).

Suppose that is the observed values ahi$ associated with the model predicted

value. The variability of the data can be meastineauigh different sums of squares:
SSu = 2. (V-9)° (7)

Sy =2 (% - 1)’ (8)

WhereSS: is the total sum of squares a8d,; denoted as the sum of squared errors,
also called the residual sum of squares. Thus icgeit of determination can be

calculated as:

r2=1- ©)

S

Likelihood ratio test

The likelihood ratio test is used to assess goalokft of two competing models.
This statistical testing provides an evidence tgport a full model over competing
model that having a reduced number of model parsiet he likelihood ratio test is

takes form:

X? = —2[LL(Br) - LL(B,)] (10)
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Where LL{R) is log likelihood at convergence of the “reducedddel (sometimes
considered to have all parameter$ iequal to O, or just to include the constant term,
to test overall fit of the model), and LAY) is the log likelihood at convergence of the
full model. This statistical testing has a disttibn that is approximately with

degree of freedom equal to the difference in thalers of parameters in the
“reduced” and the full model. Therefore we can chite p-value for testing
hypothesis that the reduced number of model paemset not needed. A small
p-value indicates that the full model is fit bettiean the “reduced” model

(Washingtoret al., 2003).



