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ABSTRACT 

Nowadays, the culture for accessing news around the world is changed 

from paper to electronic format and the rate of publication for newspapers and 

magazines on website are increased dramatically. Meanwhile, text feature selection for 

the automatic document classification (ADC) is becoming a big challenge because of 

the unstructured nature of text feature, which is called “multi-dimension feature 

problem”. On the other hand, various powerful schemes dealing with text feature 

selection are being developed continuously nowadays, but there still exists a research 

gap for “optimization of feature selection problem (OFSP)”, which can be looked for 

the global optimal features. Meanwhile, the capacity of meta-heuristic intelligence for 

knowledge discovery process (KDP) is also become the critical role to overcome NP-

hard problem of OFSP by providing effective performance and efficient computation 

time. Therefore, the idea of meta-heuristic based approach for optimization of feature 

selection is proposed in this research to search the global optimal features for ADC.  

In this thesis, case study of meta-heuristic intelligence and traditional 

approaches for feature selection optimization process in document classification is 

observed. It includes eleven meta-heuristic algorithms such as Ant Colony search, 

Artificial Bee Colony search, Bat search, Cuckoo search, Evolutionary search, Elephant 

search, Firefly search, Flower search, Genetic search, Rhinoceros search, and Wolf 

search, for searching the optimal feature subset for document classification. Then, the 

results of proposed model are compared with three traditional search algorithms like 

Best First search (BFS), Greedy Stepwise (GS), and Ranker search (RS). In addition, 

the framework of data mining is applied. It involves data preprocessing, feature 

engineering, building learning model and evaluating the performance of proposed meta-

heuristic intelligence-based feature selection using various performance and 
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computation complexity evaluation schemes. In data processing, tokenization, stop-

words handling, stemming and lemmatizing, and normalization are applied. In feature 

engineering process, n-gram TF-IDF feature extraction is used for implementing feature 

vector and both filter and wrapper approach are applied for observing different cases. 

In addition, three different classifiers like J48, Naïve Bayes, and Support Vector 

Machine, are used for building the document classification model. According to the 

results, the proposed system can reduce the number of selected features dramatically 

that can deteriorate learning model performance. In addition, the selected global subset 

features can yield better performance than traditional search according to single 

objective function of proposed model.  
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction and Motivation 

Nowadays, data growth on World Wide Web (WWW) is increased 

explosively by collecting a huge amount of various information via some modern 

techniques like OLTP (Online Transaction Processing), e-commerce, blogging, social 

communication network, online news and education channels, and data warehouse [1]. 

As a consequence, the role of discovery knowledge from documents becomes the hot 

research topic today for building the automatic prediction system for information 

retrieval (IR). This process is known as text mining. In addition, the extraction of 

knowledge from document require more preprocessing stages before deep jumping into 

the layer of mining process because text feature is complex and high- dimensional 

property which can happen the NP-hard problem. Hence, the exploration of feature 

selection process is regarded as significant issue for document classification.  

To overcome this issue, the representative features from hypothesis must 

be selected to reduce the feature dimension because irrelevant features hurt the 

document classification performance. The purpose of feature selection is to obtain 

excellent performance and computation of learning model by removing the irrelevant 

and/or redundant features that lead confusion to draw the boundary line for classifying 

different objects. To achieve the relevant features that can reflect the type of object 

correctly, various feature selection techniques can be chosen according to the types of 

interested dataset such as text, video, image, etc., and the behavior of problem likes 

simple feature, multi-dimensional feature, and so on. Therefore, features analysis 

process should be made by visualization techniques to learn the characteristic of 

interested dataset. 

Meanwhile, the searching policy should be adapted to dynamic nature 

for finding the optimal solution with effective performance and computing time, which 

is called “feature selection optimization”. The policy of randomization search for 

candidate solution selection rather than the bias searching policy such as hill-climbing 

search, exhaustive search, etc., should be employed. In order to develop the search 
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model described above, meta-heuristic intelligence (MI) can be applied for searching 

process in data mining research area because it can support randomization policy in 

terms of the various natural intelligence such as decentralizing the jobs to individual 

agents for searching the local and global optima for the best food source randomly.  

1.2 Background: Data Mining and Text Mining 

Today is the age of information becoming true by the explosive growth 

of available data, volume and gigantic body of data from time to time continuously in 

different areas such as business, agriculture, science, society, medicine, military, 

academic, almost every sector of daily life as a consequence of pouring data into the 

computerization of our network and society, the World Wide Web, and the rapid 

development of powerful data collection and storage tools [2]. In a widely accepted 

methodology, namely knowledge discovery process [3] which is the discovery of 

knowledge from data which becomes part of the natural evolution of information 

technology. It is to be a high demand for various areas of prediction in future event and 

analysis of data that have meaningful information as a global challenge for moving 

forward from data to information age, which has led to the birth of data mining.  

In the state of art the of data mining, it moves from the simple data 

mining technology to more sophisticated mining schemes depending on the nature of 

data and their complexity in the range of most basic forms of data for mining 

applications like database data, data warehouse data, and transactional data, to other 

versatile forms and structures of data and rather different semantic meanings such as 

data streams (e.g., video surveillance and sensor data), graph or networked data (e.g., 

social and information networks), text data, ordered/sequence data, spatial data (e.g., 

maps), hypertext and multimedia data (e.g., text, image, video, and audio data), 

engineering design data (e.g., design of buildings, system components, or integrated 

circuits) and the Web (e.g., a big, widely distributed information repository made 

available by the Internet). In other words, the trend of data mining will exactly continue 

to embrace new data types in order to handle data carrying not only special structures 

(e.g., sequences, trees, graphs, and networks) but also rich structures and semantics 

(e.g., text, image, audio, video and connectivity). 
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Text mining is a subset of text analytics to extract the key phrases, 

concepts, etc. It is focused on applying data mining techniques in the domain of textual 

information using NLP and machine learning. In addition, text mining uses some 

methodologies from various areas such as information extraction, information retrieval, 

computational linguistics, categorization, clustering, summarization, topic tracking, 

and concept linkage. 

1.3 Problem Statements 

Since text document includes complex and high-dimensional feature, 

the exploration of feature selection process for multi- dimensional feature set is 

becoming the significant issue for the development of automatic document 

classification model. In other words, a challenge of computation exists in finding a 

global optimal solution from a tremendously huge search space. Formerly, conventional 

search for the optimal in an enormous search space became impracticable approach for 

NP-hard problem and therefore many researchers seek for the feature selection model 

for solving the optimization problem. The nature of conventional search is bias 

searching policy such as hill-climbing search, exhaustive search. As a good finding, 

meta-heuristic intelligence based global optimization approach is advanced 

significantly for solving the complex problem such as multi-dimensional feature 

selection. It can look for the global optimal solution from a large space of candidate 

solutions. MI is the category of non-deterministic algorithm that consists of a group of 

search agents for exploring the feasible region based on both randomization and some 

rules. The purpose of feature selection is to remove irrelevant and/or redundant features 

that can hurt for classification performance. In order to develop the search model 

described above, meta-heuristic intelligence-based optimization of feature selection 

process is proposed for document classification in this thesis. The nature of meta-

heuristic algorithms can provide better performance for searching global optimal 

feature subset from multi-dimensional feature selection because it can support various 

natural intelligence such as decentralizing the task for near-optimal solutions. 

1.4 Objectives  

This thesis includes the state of the art for biological behavior of meta- 
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heuristic algorithms and optimization of multi-dimensional feature selection process for 

document classification based on meta-heuristic intelligence search policy. The main 

objective of this research is to describe the apprehension of artificial intelligence (AI) 

community to the investigation of feature selection process in accompany with 

advanced searching capability based on meta-heuristic schemes that can improve the 

searching ability for hypothesis of high-dimensional feature space in document 

classification problem. Through this purpose, the review of contemporary modern 

solutions with divergent types of searching policy is studied, but homogeneous 

objective of optimization; to facilitating feature searching for the discovery of optimal 

feature in feature engineering process. Although the critical objective of this thesis is 

intended to show the ability of meta-heuristic search in multi-dimension of complex 

feature space, several diverse characteristics of feature selection schemes for the 

measurement of text feature do bear in mind to investigate, which are described in 

following: 

(A). Universal elucidation of problem definition and role of supreme 

which are related with feature selection and searching processes for AI and data mining 

community; 

(B). State of the art of searching methodologies for feature selection 

process with respect to the purpose of optimization problems; 

(C). Applied areas of feature selection with meta-heuristic searching 

scheme based on the swarms’ intelligence and others natural intelligence in document 

classification problem; 

(D). Different methods for the calculation of text feature extraction 

based on statistical machine learning models and various feature selection schemes such 

as filter and wrapper. 

1.5 Research Questions and Contributions 

When the trend  for classification of document is moved toward 

automatic era, the technology for mining the data is also changed adaptably from simple 

to more sophisticated models in according to the society requirement and the new 

characteristic of data for both prediction in the classification area and analysis in the 
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clustering area (descriptive). Therefore, the general research question for this thesis is 

how to predict the category of testing text documents based on the training documents 

automatically. In addition, the more specific research question is how to optimize the 

feature selection process in order to achieve global optimal feature subset for the multi-

dimensional document classification. To answer the research questions, meta-heuristic 

intelligence based optimization of feature selection process is proposed for automatic 

document classification as it can support the global optimal feature subset by using the 

capability of meta-heuristic search policy such as randomization and distributed search 

in multi-dimension feature space.  

1.6 Benefits and Scope of Thesis 

As an expected benefit of this thesis, the proposed system can reduce the 

number of selected features dramatically and it can support better optimal classifier 

performance than traditional search approaches. The scope of the proposed 

optimization of feature selection process is tested on news documents of five categories. 

1.7 Thesis Outlines 

The structure of thesis will be described in five chapters procedurally 

started from the history and background of research as a motivation sector of the thesis 

to the end of expected outcome. It includes several chapters about problem discovering 

and introduction, literature reviews, system design and implementation for expected 

outcome, evaluation of the proposed system with results and discussion, and 

implication of the thesis with conclusion and future work.  

Chapter 1 introduces motivation, background, problem statements, 

objectives, research questions and contributions, and benefits and scope.  

Chapter 2 focuses on literature reviews which includes attribute 

selection scheme for text mining, text document classification systems, optimization of 

feature selection using MI in various sectors, traditional search and meta-heuristic 

based search schemes. 

Chapter 3 describe system design and implementation which includes 

basic concepts and theories related with document classification framework, dataset, 

library files, and parameters setting for experiments of proposed system. 
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Chapter 4 discusses several case studies results for proposed system 

using eleven meta-heuristic based search schemes, comparison of results with 

traditional search-based models using various evaluation schemes.  

Chapter 5 presents the conclusion of the thesis with the area of 

implication, and future work.  
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CHAPTER 2 

LITERATURE REVIEWS 

This chapter provides the background information related to this thesis 

which includes text mining and attribute selection schemes, text document 

classification, feature selection optimization process, traditional search, and advance 

search based on meta-heuristic intelligence.  

2.1 Text Mining and Attribute Selection Schemes 

In data mining field, there are various branches for mining process based 

on the type of data such as relational databases (DB), data warehouses, advanced DB 

and information repositories, object-oriented and object-relational databases, 

transactional and spatial databases, heterogeneous and streaming database, and text 

databases. Text mining is a concept like data mining, but instead of looking for patterns 

in data. Text mining involves finding patterns in text. In this regard, text is very 

amorphous, and more difficult to deal with than numeric data in the process of data 

mining. In the process of text mining, the process of feature selection is important due 

to high-dimensional text features that can lead to low accuracy and high computation 

cost for the classification model. In addition, text mining uses methodologies from 

various areas such as information extraction, computational linguistics, categorization, 

clustering, topic tracking, etc. The domains for applications of text mining can be 

broadly organized into two groups: document exploration and analysis tools. 

One of the most important tasks for document classification process is 

that the document representation and feature selection process (attribute selection). The 

document representation can be described by two general ways: a bag of words (BOW)- 

a document is described as a set of words accompany with their associated frequency 

in the document and is used commonly due to its simplicity; and direct representation 

of text as strings in which each document is the sequence of words. In this section, 

theory and calculation about feature selection methods for both supervised and 

unsupervised application is described in Section 2.1.1, 2.1.2, 2.1.3, 2.1.4 and 2.1.5. All 

methods calculate the score for individual features and then choose the features which 

are greater than the pre-defined threshold.  
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2.1.1 Information Gain 

According to the theory in [4], information gain of a term is the 

measurement of the number of bits of information obtained for category prediction by 

the presence or absence of the term in a document. The simplest definition for 

information gain based on the pioneering work by Claude Shannon information theory 

is that “the value of information content” of messages. Assume Pi be the global 

probability of class i, and Pi(w) be the probability of class i, given that the document 

contains the word w. Let F(w) be the fraction of the documents containing the word w. 

The information gain measures I(w) for a given word w is defined in Equation (2.1). 

𝐼 (w) =  − ∑ Pi . log Pi

k

i=1

+ F(w). ∑ pi

k

i=1

 (w) . log(pi (w))

+ (1 − F(w)). ∑(1 − pi (w) ). log(1 − pi (w))                     (2.1)

k

i =1

 

The greater the value of the information gain I(w), the greater the 

discriminatory power of the word w. For a document corpus containing N documents 

and D words, the complexity of the information gain computation is O(N·D·k) [5]. 

2.1.2 Entropy 

Entropy-based ranking method removes the feature according to the 

measurement of entropy reduction scheme. And, entropy is the most fundamental 

quantity in information theory which can be used to measure the amount of uncertainty 

of an unknown or random quantity. The entropy for a random variable X is defined in 

Equation (2.2): 

H(X) =  − ∑ p (x) log2 p(x)

all x

 (2.2) 

where p(x) is the probability of each of these values occurring and used log2 because 

entropy is measured in bits for “presence or absence”. 
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On the other hand, entropy is always measured relative to a probability 

distribution p(x), and therefore, it is not possible to consider the “true” probability of 

an event for many situations. Although entropy is useful for the measurement of 

uncertainty in a single variable, it does not provide how much uncertainty for one 

variable given knowledge of another. To overcome this situation, the “conditional 

entropy of X given Y” is defined for more than two variable case, in Equation (2.3). 

H (X|Y)  =  − ∑ p(x, y) log2 p(x|y)

all x,y

 (2.3) 

where p(x|y) presents the probability of x given y, and the mutual information between 

two variables can reduce the uncertainty in one variable given another variable. Three 

different formats for mutual information can be described in Equation (2.4): 

I (X;Y) = H(X) - H (X│Y) = H(Y) - H (Y│X) =H(X) + H(Y) - H (X,Y) (2.4) 

To be noted, the mutual information between two variables is 

“symmetric” likes I (X; Y) = I (Y; X) and if the random variables X and Y are 

independent, then their probability is looks like that p (x, y) = p(x) p(y) with the value 

of zero mutual information. Likely, if one can consider X exactly from Y and vice-

versa, the mutual information is equal to the entropy of either of the two variables. 

2.1.3 Mutual Information 

In the theory of information [6], the mutual information can be defined 

as the calculation of correlation between the words or features and their corresponding 

classes. In other words, the pointwise mutual information Mi(w) between the word, w, 

and the class, i, is defined as the basis of the level of co-occurrence between the class i, 

and word w. We can be denoted the expected co-occurrence of class i, and word w in 

term of mutual independence is given by Pi. F(w), and the true co-occurrence is defined 

by F(w).Pi(w). In practice, the true co-occurrence may be larger or smaller than the 

expected co-occurrence. The mutual information between these two values can be 

defined specifically in Equation (2.5). 
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Mi (w) =  log (
F(w). pi(w)

F(w). Pi
) =  log(

pi (w)

Pi
) (2.5) 

We can conclude that the word w is positively correlated to the class i 

when Mi(w)>o, otherwise, the word w is negatively correlated to the class i when 

Mi(w)<0. In addition, the overall mutual information between the word w, and different 

classes and the maximum values of Mi(w) over the different classes are defined as 

follow in Equations (2.6) and (2.7): 

Mavg(w) =  ∑ Pi

k

i =1

 . Mi (w) (2.6) 

Mmax(w) =  maxi {Mi (w)} (2.7) 

Either of these measures can be used for determining the relevance of 

the word w and the second one is very common use for the case of determination of 

high levels of positive correlation of the word w with any of the classes. 

2.1.4 Gain Ratio 

The extension of information gain is known as gain ratio which attempts 

to overcome the problem of biasing occurs in the case of information gain because it 

prefers to select the attributes having many values. In the process of gain ratio, it applies 

a normalization procedure to information gain using a “split information” value defined 

in Equation (2.8). 

SplitInfoA (D) =  − ∑
|Dj|

|D|

v

j =1

 (2.8) 

It is not the same with information gain, which measures the information 

with respect to classification that is acquired based on the same partitioning. It is 

defined in Equation (2.9). 

GainRatio(A) =  
Gain(A)

SplitInfoA (D)
 (2.9) 

If the split information approaches zero, the ratio becomes unstable and 

so the constraint value is added to overcome it, whereby the information gain of the 

selected must be as great as the average gain over all tests examined. 
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2.1.5 Gini Index 

Gini-index is proposed for classification and regression tree (CART) in 

[7] for quantifying the discrimination level as a feature and let pi (w) is the conditional 

probability that a document belongs to class i that contains the word w, and then its 

mathematical calculation is defined in Equation (2.10).  

∑ pi(w) = 1

k

i =1

 (2.10) 

Then, Gini-index for the word w, denoted by G(w) is defined in Equation (2.11).  

G(w) =  ∑ pi(w)2

k

i =1

 (2.11) 

The range of Gini-index is always between 1/k and 1. By convention, 

the higher the Gini-index value, the greater discriminative power of the word w, for 

instance, when all documents which contain word w belong to a particular class, the 

value of G(w) is 1. When documents containing word w, are evenly distributed among 

the k different classes, the value of G(w) is 1/k. Normalization process should be 

considered for Gini-index in order to reflect the discriminative power of the attributes 

more accurately. Let P1, …..., Pk denote the global distributions of the documents in the 

different labels of class. Then, the normalized probability value ṕi(w) can be described 

in Equation (2.12).  

ṕi(w) =  

pi(w)
Pi

⁄

∑
pj(w)

Pj
⁄k

j =1

 (2.12) 

Then, the calculation of Gini-index is computed in terms of these 

normalized probability values. The accurate reflection of class-discrimination is to be 

ensured by using the global probability Pi for the case of biased class distributions in 

the whole document collection. The complexity of the information gain computation is 

O (n. d. k) for a document corpus containing n documents, d words, and k classes.  
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2.2 Text Document Classification  

Though text document classification is a similar concept of data mining, 

it involves finding patterns in text instead of looking for patterns in data because of the 

characteristics of amorphous text. Figure 2.1 shows the functional diagram of document 

classification model. In the part of training, three basic stages are included. They are 

data cleaning and visualization (preprocessing and feature transformation phase), 

selection of relevance feature (feature engineering phase), training and testing the 

learning model on standard evaluation mode. In the stage of preprocessing, data 

transformation, noise removing, and feature extraction process are performed. In the 

stage of feature engineering, two main principles are considered. They are feature 

selection and reduction. The irrelevant features are removed in the process of feature 

selection while compressing the dimensionality of selected features in the feature 

reduction process.  In the stage of building the learning model, the selected features for 

each class label are used to train the classifier model and evaluate the performance of 

classifier on the testing dataset using the 10-folds cross validation scheme. In the part 

of testing, it also follows the same procedure of the training model and generates the 

class of text document as output. 

 

 

 

 

 

 

 

 

Figure. 2.1. Functional diagram of the document classification model 
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2.3 Feature Selection Optimization Process 

Recently, feature selection for text document classification has become 

a critical challenge for automatic categorization of digital documents such as news, and 

blog information in order to simplify datasets by choosing only the relevant underlying 

features without sacrificing the prediction accuracy. Meanwhile, the roles of feature 

evaluation and searching process have become main topics for the feature selection. 

There are many searching approaches, but certain traditional approaches, such as the 

Best First Search approach (BFS) in which the feature is selected according to the 

highest score value, are no longer suitable for optimization problems because their way 

for searching is not suitable for multi-dimensional features. The properties of swarm 

intelligence such as natural distribution, self-organization, self-learning, simplicity and 

robustness can be applied to solve this problem. In this section, the work that is related 

to solving multi-dimensional features in various classification areas is described. It 

includes the inefficiency of conventional search-based feature selection for previous 

work, and the benefits of applications for solving complex problems in science and 

engineering using meta-heuristic intelligence such as flower pollination, elephant 

search, butterfly search.  

In [8], greedy search based on sequential backward selection (SBS) and 

sequential forward selection (SFS) with the wrapper feature selection approach are 

proposed in which both are suffered from the issue called nesting effect. This means 

that the features cannot be chosen later after eliminating these features. In [9], one filter 

approach called Relief, is proposed to specify a weight to every attribute for presenting 

the relevance of the attributes to the target concept. However, it does not transact with 

redundant attributes because of the selection of all relevant attributes regardless of the 

redundancy among them. In [10], FOCUS filter technique has been proposed which 

determines all potential attribute subsets, and then select the minimal attribute subsets. 

However, it was not efficient for computation cost because of its exhaustive search. In 

addition, many researchers have used various searching approaches for handling 

different feature selection optimization problems in various areas of applications such 

as document classification [11] and clustering, pattern recognition, diagnosis of disease 

using medical data set [12], and several other applications of data mining fields [13].  
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One of the most popular meta-heuristic algorithms, Artificial Bee 

Colony (ABC), is used in many different sectors such as training the weight for 

Artificial Neural Network (ANN); classification of medical patterns; clustering 

problem to discover the k-best cluster; Travelling Salesman Problem [14], etc. In [15], 

they proposed the news web page classification system using the Ant Colony 

Optimization Algorithm (ACO), compared the results with C5.0 and investigated the 

pros and cons of reducing methods such as WordNet and other preprocessing stages for 

large numbers of attributes associated with web mining. In [16], they proposed the 

meta-heuristic based feature selection for sentiment analysis using Genetic algorithm 

(GA) and rough set theory which is intended to identify sentiment patterns on 

customers’ opinions from websites, documents, discussion forums. In addition, they 

concluded that meta-heuristic algorithms-based sentiment analysis can provide better 

optimal subset of feature than traditional one. In [17], they proposed variable-length 

Particle Swarm Optimization (PSO) based feature selection model to reduce the 

memory consumption and computational cost that faced in fixed-length PSO. The 

significant good classification performance with shorter computation time is achieved 

by avoiding local optima on ten high-dimensional datasets testing.  

In [18], the authors proposed the model for feature construction based 

on Genetic programming by using fuzzy-rough set feature selection. According to the 

results, the proposed method is more effective than other five methods while evaluating 

the results on six standard datasets. In [19] , the author employed a novel Chaotic 

Chicken Swarm Optimization algorithm (CCSO) for optimal feature selection in which 

logistic and chaotic mapping was applied to assist the local minimum problem in 

traditional CSO algorithm. The proposed system was compared with four feature 

selection algorithms: binary chicken swarm algorithm, bat swarm algorithm, particle 

swarm algorithm, and dragonfly. The results show that the proposed new algorithm 

achieves better feature selection results using logistic map than tent map, and CCSO 

achieves better classification accuracy than benchmarks over the different datasets. In 

[20], they proposed the hybrid meta-heuristic algorithm to optimize weights for multi-

layer perceptron (MLP) network for the sentiments of twitter datasets. According to the 

results, Glowworm Swarm Optimization (GSO) based MLP is outperformed Genetic 
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algorithm based MLP (GA-MLP) and Biogeography-based Optimization (BBO-MLP) 

algorithms. 

In [21], the authors proposed the Genetic operators for improving PSO’s 

searching ability to solve local the local optima problem. The proposed Crossover-

Mutation based PSO (CMPSO) is compared with three recent PSO based feature 

selection on eight datasets. According to the results, the Genetic operators assist 

CMPSO is promised better solution than the original PSO. In [22], they proposed PSO 

for feature selection and weighting (PSO-FSW) in high-dimensional clustering with 

new validation measure such as fitness function. The overall results comparison of 

proposed model showed significant improvement in F-score and Silhouette over all 

representative baselines. In [23], the authors proposed the two stages feature selection 

model based on PSO for text mining. It used correlation, and information-based 

measures in the first stage, and both error rate and number of selected features for 

classification as fitness function for PSO based algorithm in the second one. And the 

results are compared with four traditional feature selection methods on Reuter-21578 

dataset. According to the results, the first stage of proposed system can significantly 

reduce the original feature set and the second one can further remove features and 

improve the classification performance.  

In [24], wrapper feature selection with Whale optimization algorithm is 

proposed to find the best feature subset, and the results were compared to PSO and GA 

using 16 different datasets from UCI data repository. The results demonstrated that the 

accuracy of the proposed system is above those of the other optimizers. In [25], the 

author has proposed an improved feature selection algorithm using Ant Colony 

Optimization (FACO) with support vector classifier for detecting network intrusion. 

According to the results, FACO is more accurate for classification compared with the 

multi-objective Ant Colony Optimization algorithm (MOACO) and backup path 

planning approach (BPPA-ACO) algorithms, and it can reduce the rate of false alarm.  

In [26], the author designed Artificial Fish Swarm Optimization 

algorithm (AFSO) with wrapper approach and support vector machine classifier in 

order to obtain promising results. The testing was made on nine different datasets from 

UCI machine learning repository, SRBCT microarray dataset from the database of 
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Shenzen University, churn from Telecommunication Company, and svmguid3 from 

LibSVM database, respectively. The accuracy for prediction has been improved from 

3.15% to 22.84% higher than other existing algorithms. In [27], the author focused on 

controlling the big data streaming classification by using swarm search-based feature 

selection algorithms instead of a traditional one. They described the nature of big data 

streaming and challenges for the trend of technology innovation to overcome the 

problems for high dimensionality, memory consumption, and computation time of data 

streaming classification. In [28], the authors developed a particle swarm optimization 

learning model to detect the faults for web applications, and they found that it 

outperforms the term frequency-inverse document frequency (TF-IDF) filter-based 

classifiers with an average accuracy gain about 11% and 26% for average feature 

reduction. In addition, this proposed model provided the highest accuracy of 93.35% 

with the use of decision tree algorithm. 

In [29], the author applied Artificial Bee Colony algorithm to determine 

the set of channels that are useful to discriminate different mental tasks for the 

development of Brain Computer Interfaces (BCI), while fractal dimension methods 

were used for feature extraction stage. In addition, the test for proposed methodology 

was evaluated on the dataset Iva from BCI international competition III. According to 

the results, the average accuracy for two conditions: rest vs movement, movement vs 

moment, with only 15 channels that could reduce the feature dimension to 87%. In [30], 

the binary version of hybrid Particle Swarm Optimization and Grey Wolf Optimization 

(BGWOPSO) was proposed to find the best feature subset with wrapper method and k-

nearest neighbor classifier with Euclidean separation matric. The eighteen standard 

benchmark datasets from UCI repository were employed for testing, and the results 

showed that BGWOPSO significantly outperforms the binary GWO, the binary PSO, 

the binary GA, and the Whale optimization algorithm in terms of accuracy and 

computation time. 

In [31], a hybrid swarm intelligence-based scheme, called Ant Colony 

and Artificial Bee Colony optimization algorithm (AC-ABC) optimization algorithm is 

proposed to optimize the feature selection process. According to the experimental 

results, the proposed method can support the promising classification accuracies by 
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selecting the optimal features from thirteen UCI (University of California, Irvine) 

benchmark datasets. In [32], Whale optimization algorithm (WOA) based wrapper 

feature selection approach is proposed to search the optimal feature subsets for 

classification process. The proposed system used two variants searching operators: 

Tournament and Roulette Wheel selection mechanism, and crossover and mutation 

operators. The results of proposed methods are compared with Particle Swarm 

Optimization (PSO), Genetic Algorithm (GA), and Ant Lion Optimizer (ALO), and 

five feature selection methods. The experimental results showed that the efficiency of 

the proposed approaches for optimal feature subsets searching is better than the other 

previous works. 

In [33], they proposed Evolutionary Computation (EC) algorithms-

based feature selection framework intended to overcome the worse classification 

performance of different emotion which is due to the high dimensionality features of 

electroencephalogram (EEG) signals. They applied the proposed model on two public 

datasets (MAHNOB, DEAP) and a new dataset accepted from a mobile EEG sensor. 

According to the results, the new findings of proposed EC algorithms can provide high 

performance for the selection of best channels of EEG over a four-quadrant emotion 

classification problem. It became significant development for the future of EEG-based 

emotion classification accompany with the popularity of low-cost mobile EEG sensors 

with fewer electrodes for many new application areas. In [34], a modified Cuckoo 

search (CS) algorithm is presented to deal with high dimensionality data through feature 

selection. CS used the rough sets (RS) theory to build the fitness function for selecting 

the optimal feature subsets which are used for training two classification algorithms: k-

nearest neighbors (KNN) and support vector machine to evaluate the performance of 

proposed CS-based feature selection model on benchmark datasets of UCI repository. 

Moreover, the significant classification performance result was provided when 

compared with the six existing algorithms: RS, GARS, PSORS, GRSARS, IHSRS and 

FARS. 

In [35], a novel metaheuristic method based on K-means and Cuckoo 

search is proposed to find the optimum cluster-heads from the sentimental contents of 

Twitter dataset. The results of proposed system outperformed PSO, differential 
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evolution (DE), CS, improved CS, gauss-based CS, and two n-grams methods, with 

theoretical implications for designing of analytical data model for any social issues in 

future. In [36], the authors proposed feature selection scheme based on hybrid of PSO 

with Genetic operators (H-FSPSOTC) to improve the performance of text clustering 

and reduce computational time by selecting more informative features. In addition, K-

means clustering is applied to evaluate the quality of selected feature subset by 

proposed hybrid algorithm (H- FSPSOTC). Better results were provided when 

compared with four meta-heuristic optimization algorithms: Harmony search-based 

feature selection algorithm (FSHSTC), Genetic algorithm (FSGATC), and Particle 

Swarm Optimization (FSPSOTC). According to the results, H-FSPSOTC is adapted to 

text feature selection methods and yielded accurate clusters. 

 In [37], competitive swarm optimizer (CSO) was developed for 

overcoming a combinatorial optimization problem by adapting feature selection process 

and reduced the computation cost by eliminating irrelevant learning performance 

deteriorating features. In addition, six benchmark datasets are used to evaluate the 

proposed system performance for selected optimal features and better classification 

performance was achieved with significantly reduced number of selected features than 

the results of classification performance using canonical PSO and a state-of-the-art PSO 

variant. In [38], GA-based feature selection is proposed for breast cancer diagnosis 

medical problem. Elimination of insignificant features is performed by extraction of 

informative features in the first stage and several data mining techniques are employed 

to build the knowledge model for breast cancer diagnosis. From the results obtained, 

GA-based feature selection on 14 types of feature of two different Wisconsin Breast 

Cancer datasets (WBC DIAGNOSTIC, WBC Original dataset) from UCI machine 

learning repository, achieved highest classification accuracy (99.48%) for the rotation 

forest learning model. Results of the proposed system got better accuracy performance 

than results of previous works. 

In [39], the modified Firefly algorithm-based (FA) feature selection 

system has been proposed that can provide the adaptive balance search between 

exploitation and exploration process for optimal solution. The idea of FA includes the 

rhythm, the rate and the duration of flashing form part of the signaling system that 
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brings two fireflies together. The proposed system used fitness function by 

incorporating both classification accuracy and feature reduction size and it was tested 

on eighteen data sets. The results prove advance over other search methods as Genetic 

algorithm (GA) and Particle Swarm Optimization (PSO) for various evaluation 

indicators. In [40], the authors proposed Cuckoo search optimization-based feature 

selection for solving the complex feature problem in lung cancer diagnosis system. CS 

algorithm is based on the breeding behavior of certain cuckoo species. And, many 

important features of the nodule of interest are extracted, and the proposed system 

selected the optimal features for providing better classification performance of lung 

cancer. Early Lung Cancer Action Program (ELCAP) public database is used for testing 

the proposed system performance. According to the results, the good total sensitivity 

and specificity are attained with the values of 98.13% and 98.79% respectively. 

Moreover, 98.51% for training and testing in a sample of 103 nodules is obtained for 

50 exams, and a high receiver operating characteristic (ROC) of 0.9962 has been 

achieved. 

In [41], a new hybrid binary version of Bat and enhanced Particle Swarm 

Optimization algorithm (HBBEPSO) has been proposed to overcome the problem of 

feature selection in which the echolocation capacity of Bat algorithm is used for 

exploring the feature space and enhanced PSO is used to converge the best global 

solution in the search space. A set of assessment indicators were used for evaluation 

process on 20 standard UCI datasets. The experimental results were outperformed when 

comparing to the ones of previous work. In [42], the authors have been proposed 

Elephant hearding optimization (EHO) for the intelligence human emotion recognition 

system in which electroencephalography (EEG) signals features are extracted by 

discrete wavelet transform. EHO included two stages: fine-tune regression parameters 

of the support vector regression (SVR), and selection of relevant features from extracted 

all 40 EEG channels. EHO-SVR prove for better accuracy with 98.64% and it is suitable 

for the prediction of emotion as quantifiable continuous variables rather than 

classification of emotion into discrete values.  

In [43], binary variants of the Butterfly optimization algorithm (BOA) 

with wrapper approach for feature selection optimization are described. The proposed 
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two variants of BOA can provide the efficient exploration of optimal feature subset by 

maximizing the classification while minimizing the size of selected features. In 

addition, a various assessment indicator is utilized to compare with five state-of-the-art 

approaches and four latest high performing algorithms on 21 UCI datasets. The 

experimental results provided the better classification accuracy than other wrapper-

based algorithms. In [44], the authors have been proposed an improved Flower 

Pollination algorithm (FPA) with AdaBoost algorithm for solving the problem of great 

bulk of feature space for text document classification. The testing for proposed FPA 

was conducted on Reuters-21578, WEBKB and CADE 12 datasets. And the 

experimental results showed that higher detection accuracy is achieved when 

comparing to KNN-K-Means, NB-K-Means and other learning models.  

In this thesis, eleven meta-heuristic search policies are applied like Ant 

Colony algorithm, Artificial Bee Colony algorithm, Bat algorithm, Cuckoo algorithm, 

Evolutionary algorithm, Elephant algorithm, Firefly algorithm, Flower Pollination 

algorithm, Genetic algorithm, Rhinoceros algorithm, and Wolf algorithm, in order to 

optimize the high-dimensional feature selection process. It can support the selection of 

global optimal feature subsets for classification model. Then, their performance is 

compared with conventional search policies such as Best First Search, Greedy Stepwise 

search, and Ranker. 

2.4 Traditional Search: Best First Search (BFS), Greedy Stepwise (GS), Ranker 

“Search method” attempts to look forward the suitable candidate feature 

subset from the hypothesis of search space, for example, exhaustive search that finds 

the appropriate feature by considering the possible combination of different features. In 

traditional search approaches, most of them use nature of local search and therefore, 

final solution are always depending on the initial starting points. In addition, it tends to 

be problem-specific because it uses some information such as derivatives about the 

local objective landscape. Furthermore, it cannot solve nonlinear and multimodal 

problems, and it always struggle to cope with discontinuity problems when the 

gradients are needed. Except for hill-climbing with random restart, most of traditional 

algorithms are deterministic algorithms. And so, the final solutions will be identical if 

initial points are started the same. Since the randomization scheme is not used, the 
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diversity of the obtained solution can be limited. The fundamental control parameters 

and their description for traditional search are summarized in Table 2.1. In addition, 

Figure 2.2 shows the framework of traditional search approach using feature selection 

process. 

Table 2.1 Control parameters for traditional search 

Parameters Functional Description 

Direction Control 

Guide the searching paths with three options: forward, backward and bi-

directional. 

Processing Control 
Define the search process flow with search termination and size of lookup 

cache. 

Search Index Control 

Select the index of the start set for searching with three options: empty 

index for forward search, full set index for backward search, and range set 

index for bi-directional search. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.2: Framework of traditional search approach for feature selection process 
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sequential forward search (SFS) which are started search from an empty feature subset; 
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features. In addition, bi-directional search can be applied which is used the range of 

index for searching.  

Common search methods for attribute selection is Best-First search 

(BFS) [45] which searches the candidate subset solution of feature through the search 

space by using the local changes to the current subset of features likes greedy hill-

climbing. It may start with the empty set of attributes for forward search or start with 

the full set of attributes for backward search or start at any point bi-directional search. 

It moves through the search space by making local changes to the current feature subset. 

However, it can back-track to a more promising previous subset and continue the search 

from there if path being explored begins to look less promising. It will explore the 

feature subset through the entire search space if the enough time is set up for searching 

process, which is also common to use as a stopping criterion. 

Greedy Stepwise search (GS) considers local changes to the current 

feature subset, which includes addition (forward selection) or deletion (backward 

elimination) method of a single feature from the subset. It is started with no or all 

attributes or from an arbitrary point in the space by using the backward and/or forward 

searching capabilities to control the number of consecutive non-improving nodes, and 

adding the new items that are deemed relevant or removing the redundant ones and 

generate the ranked list of attribute by traversing the space from one side to the other. 

Moreover, stepwise bi-directional search uses both addition and deletion. It stops when 

the consecutive number of non- improving nodes is found. It encompasses each of these 

variations like the consideration of all possible local changes to the current subset and 

then choose the best, or the first change that improves the merit of the current feature 

subset. When a change is identified, it is never reconsidered for both cases. It can be 

suffered from the nesting effect because it only considers sub-optimal in which the 

features that were already selected or deleted cannot be make discarded or re-selected. 

In Ranker search [46] that executes a forward selection to sort the list of 

features according to the value of information and linearly evaluates the candidate 

feature in terms of ascending order of their sizes and use in conjunction with attribute 

evaluators such as gain ratio, mutual information, relief, entropy, and so on. It also 
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happens the overfitting for learning model if the dataset is unbalanced and has high 

dimensionality. 

2.5 Advanced Search Based on Meta-heuristic Intelligence 

In searching process, state of equilibrium is very important for seeking 

the optimum solution in nature. Moreover, all optimum seeking should have 

achievement of objectives and satisfaction of constraints within the optimum must be 

found. In general, there are two categories for solving optimization problem: 

deterministic and non-deterministic (stochastic) algorithms. Deterministic algorithms 

can provide the same solution in different runs by following more rigorous procedures 

and repeating the same path every time. Conventional algorithms based on 

mathematical programming are deterministic algorithms, for instance, linear 

programming, convex programming, integer programming, quadratic programming, 

dynamic programming, non-linear programming, and gradient-free methods. It can 

support accurate solutions for problems in a continuous space. They need the gradient 

information of the objective function and constraints and an initial point. However, 

nondeterministic methods exhibit randomness and generate different solutions for 

different runs. The special ability of exploration for solution is performed on several 

regions of the search space to avoid local optima. Therefore, it can be employed for 

handling NP-hard problems that is the problems that have no know solutions in 

polynomial time. 

 There are two main types of non-deterministic algorithms: heuristic 

algorithm and meta-heuristic algorithm. In the former one, discovery of solution is 

performed by means of trial and error and it cannot provide guarantee for reaching 

optimal solutions although quality solutions are found within a reasonable time. Local 

search, divide and conquer, branch-and-bound, cut and plan, and dynamic 

programming, are examples of heuristic search algorithms. In later one, it can solve 

more complex problems and it consists of search agents for exploring the feasible 

solution by taking account of both randomization and some particular rules. And, it 

includes repeated evaluations of the objective function and heuristic guidelines for 

estimating the search direction. The inspiration of natural phenomena is used for 

defining the rules. Evolutionary algorithm, scatter search, guided local search, hill 
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climbing, iterated local search, and stochastic algorithm are the examples of meta-

heuristic algorithms. The group of meta-heuristic algorithm can be classified based on 

population and neighborhood. Simulated annealing, and tabu search, are the example 

of neighborhood-based meta-heuristics in which one potential solution is evaluated at 

one time and the solution moves through a trajectory with nonzero probability in the 

space of solution that can reach the global optimum. Genetic algorithm and Particle 

Swarm Optimization are the examples of population based meta-heuristic algorithms. 

The main components meta-heuristic algorithm is shown in Table 2.2 and the detailed 

individual components for each MI algorithm will be described in Section 3.2.3. 

Table 2.2 Main strategies for meta-heuristic based search 

 
Strategies Functional Description 

Agent Perform sub tasks according to the work assignment. 

Collaboration 
Share information among the agents directly or indirectly to obtain 

intelligence behavior which is used for future decisions of the population. 

Exploration Search the optimal solution globally from the defined search space. 

Exploitation Intensify the search locally from the region selected by exploration stage. 

Fitness Function 
Perform evaluation functions that are associated with each candidate 

solution.  

 

2.6 High-Dimensional Feature and MI Categories 

Meanwhile, searching the optimal subset of features from high-

dimensional feature space is become a hot challenge for NP-hard computational 

problem in the process of feature selection. In the case of NP-hard problems, it is 

computationally infeasible to achieve the best solution by brute-force. Meanwhile, the 

exhaustive brute-force approach for searching feature from the huge hypothesis of 

feature is become inefficient though sometime the data is not big, but it has many 

features such as text dataset. Therefore, the meta-heuristic based advanced searching 

has become a solution to overcome the optimization problem. The important factor for 

optimization algorithms is the heuristic searching policy, proposed by Glover for 

solving hard optimization problems, which can provide the capability of searching the 

better feature subset within reasonable time constraints for a complex feature space by 

imitating certain strategies taken from nature, social behaviors, physical laws, etc. 
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In addition, the role of optimization algorithm is to find the optimal 

solution for specific purpose of applications in any area likes profit, quality and time 

under various constraints. The range of optimization algorithm are wide from 

conventional algorithms to modern meta-heuristic algorithms [47], and from 

deterministic to stochastic respectively. Metaheuristic search scouts the search space in 

distributed fashion for a current best solution which is refined itself by trying out new 

solutions from the unexplored search terrains repeatedly. Along the past 20 years, the 

evolution of various meta-heuristic algorithms for various communities including 

artificial intelligence, computational intelligence and soft computing, have been 

witnessed as the intersection of several fields. In addition, researchers recently have 

invented a collection of heuristic optimization methods inspired by nature of animals 

and insects, for instance, firefly, cuckoos, with the advantages of efficient computation 

and easy implementation. Figure 2.3 represents branches of meta-heuristic algorithms. 

 

 

 

 

 

 

 

 

 

 

Figure 2.3: Branches of meta-heuristic algorithms 

2.7 Meta-heuristic based Feature Searching Process 

Figure 2.4 shows the framework of advanced search approach for 

optimizing feature selection process which includes four general phases for searching 
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the global optimal feature subset using meta-heuristic search. In the phase of 

initialization, the parameters are defined such as population size, number of iterations, 

and so on. In the phase of defining food source, the possible number of solutions is 

defined such as the hypothesis of feature space. In the phase of defining fitness value, 

the objective function is defined depending on the problem domains such as 

classification, clustering, and so on, and characteristic of problem such as single 

objective or multi-objective optimization. In the phase of defining searching 

parameters, the rules for searching the optimal solution are defined such as parameters 

for stop criteria, condition for local to global search, modification rate and so on. Merit 

function is used to evaluate the selected subset of feature. 

 

 

 

 

 

 

 

 

 

 

Figure 2.4:  Framework of advanced search for optimizing feature selection process 

In the meta-heuristic approach, random search mechanism is used in 

which it starts with the initialization of the random feature subset, scouting the one-

fourth or 25% of its neighbors for generating a candidate subset, and then comparing 

the selected randomization of neighborhood candidate subset with an initialized feature 

subset. If the value of new subset of neighbor is greater than the old one, update the 

new candidate solution instead of old one, and this process is repeatedly until the reach 
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of end criterion such as the maximum number of cycle or 25 % of the search space, and 

achieved the optimal candidate solutions. In this research, eleven meta-heuristic 

algorithms, namely, Ant Colony Optimization algorithm (ACO) [48], Artificial Bee 

Colony algorithm (ABC) [49], Evolutionary algorithm (EA) [50], Flower Pollination 

Optimization algorithm (FPO) [51], Rhinoceros Optimization algorithm (RO) [52], and 

Wolf Optimization algorithm (WO) [53], Elephant Optimization algorithm (EO) [54], 

Cuckoo Optimization algorithm (CO) [55], Genetic algorithm (GA) [56], Firefly 

Optimization algorithm (FO) [57], Bat Optimization algorithm (BO) are investigated 

for optimizing the feature selection for document classification problem with single 

objective function (accuracy).  

2.7.1 Ant Colony Optimization Algorithm (ACO) 

ACO is motivated by foraging behavior of ants choosing the shortest 

path and has been popular in the late 80s and in the 90s. In the process of searching 

food of ACO, the agents of ant are distributed to search the food randomly. Whenever 

the food is found, the ants mark the way by leaving pheromones on the path when they 

return to the nest in order to guide other ants in search for food. They follow the path 

according to the probability proportional to the concentration of the pheromones. The 

concentration level of pheromone is increased when more ants find the path. The rate 

of evaporation is increased according to the time and distance of the path which consists 

of n features, and m ants are placed randomly in n feature nodes at the initial moment. 

The nodes that individual ant has visited which are recorded in the list of tabu. In 

addition, concentration of pheromone τij, is used to select the next node. The probability 

for the movement from feature i to feature j during t iteration is shown in Equation 

(2.13). 

 

pij
k  (t) =   

τij 
α (t) ηij 

β (t) 

∑ τis 
α (t) ηis 

β (t)s∉tabuk 

 ,   j ∉  tabuk  

0    else                                  (2.13) 
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where ηij is heuristic information, which is generally 
1

dij
; dij is the Euclidean distance 

between two features, and τij(t) is the pheromone concentration from feature i to j for t 

iterations. In addition, α and β are the information heuristic factor and expectation 

heuristic factor, which are referred to distribution of weights for heuristic information 

and pheromone concentration. After completing for traversal of ant, the information 

concentration for each path is updated by Equation (2.14). 

τij    ←     (1 − p)τij  +  p ∑ Δ 

m

k=1

τij 
k  (2.14) 

where p is the weight coefficient with (0 < p < 1). Δ 𝜏𝑖𝑗 
𝑘

 is the pheromone increment of 

the path between feature i and j during the traversal, which is expressed below in 

Equation (2.15). 

τij 
k =    

Q

Lk
, (i, j) ϵ path of k 

 

                                 0  else                                              (2.15) 

Q is a constant, and Lk is the length of path k. 

2.7.2 Artificial Bee Colony Algorithm (ABC) 

The computational intelligence of ABC is inspired by the foraging 

behavior of honeybee. It includes three main categories of foraging task: employed bees 

which are responsible for exploiting the food and recruiting the others by dancing; 

onlooker bees choose the food by watching the movement of employed bees’ dancing; 

and scout bees perform the exploration process. Employed bee becomes a scout bee in 

case of food source exhaustion. The population of food source is generated randomly 

using Equation (2.16).  

xij =  xj
min  + rand (0,1) (xj

max  −  xj
min) (2.16) 

where i = 1…SN, j = 1…D, SN is the number of food sources, D is the number of 

design parameters, xj
min and xj

max are lower and upper boundary of jth dimension, 

correspondingly. 
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Employed bees performing local search for neighborhood sources, is 

known as exploitation, using Equation (2.17). 

νij = xij +  φij (xij  −  xkj) (2.17) 

where i is the current solution, k is a neighbor solution chosen randomly, and φij is a 

real random number of uniform distributions in the range [-1,1]. Then, a Greedy 

selection is applied between the current and its mutant solutions to select the better one 

which is kept in the population. In addition, the combination of local search and Greedy 

selection are applied for every food source in the population. The onlooker bees search 

the better solution among the neighborhood of the food sources and is selected 

stochastically depending on their fitness values using the Equation (2.18). One of the 

selection schemes such as roulette wheel, tournament, stochastic university sampling, 

ranking based or others, is employed to select a better solution after calculating the 

value of individual food source probability. 

pi =  
fitness

∑ fitnessi
SN
i=1

 (2.18) 

If the solution cannot be improved by the local search for both phases of 

employed bees and onlooker bees, the counter is increased by one. The counter keeps 

the exploited and retained number of solutions in the population, which is used for 

determining exploitation sufficiency and exhaustion. The exhausted solution is replaced 

by the new one produced randomly by Equation (2.16) if the counter exceeds the limit.  

2.7.3 Wolf Optimization Algorithm (WO) 

Wolf optimization search is the social predators that hunt in packs. It is 

inspired by the hunting behavior of wolves in which each searching agent hunts for a 

prey individually, silently and they merge by moving their current positions to their 

peers’ positions if the new terrains are better than the old ones. In the food searching 

mode, visual range and Lévy flight are used by wolves. In addition, a random hunter 

behavior such as jump out of wolf’s current visual range to a random position upon 

encounter is considered in order to stay out of a local subspace.  

Three rules are presented that govern the idea of the Wolf optimization 

algorithm. First, a fixed visual area with a radius has defined by v for X as a set of 
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continuous possible solutions for each wolf. In 2D, the area of a circle by the radius v 

is the coverage while the distance would be estimated by Minkowski distance in hyper-

plane, where multiple attributes dominate, by using Equation (2.19).  

v ≤ d(xi, xc) = (∑ |xi,k  −  xc,k|λ

n

k =1

)

1
λ⁄

, xc  ∈  X (2.19) 

where xi is the current position; xc are all the potential neighboring positions near xi and 

the absolute distance between the two positions must be equal to or less than v; and λ 

is the order of the hyper space. Second, the fitness of the objective function presents the 

quality of the wolf’s current position. The wolf always tries to move to better terrain 

but rather than choose the best terrain it opts to move to better terrain that already houses 

a companion. If there is more than one better position occupied by its peers, the wolf 

will choose the best terrain inhabited by another wolf from the given options. 

Otherwise, it will continue to move randomly. Third, the wolf will sense an enemy at 

some point.  

The wolf will then escape to a random position far from the threat and 

beyond its visual range. For discrete solutions, an enumerated list of the neighboring 

positions would be approximated. Each wolf can only sense companions who appear 

within its visual circle and the step distance by which the wolf moves at a time is usually 

smaller than its visual distance. Furthermore, the potential contributions of Wolf 

optimization can be applied to finding optimal solutions in different applications such 

as quadratic assignment problems, travelling salesman problems, job scheduling 

problems and sequential ordering problems, and so on. 

2.7.4 Flower Pollination Optimization Algorithm (FPO) 

Flower pollination optimization algorithm (FPO) is inspired by the 

pollination characteristics of flowering plants and it is one of the population-based 

metaheuristic algorithms. FPO includes characteristics of biotic and abiotic pollination 

as well as the co-evolutionary flower constancy between the species of flower and 

pollinators like insects, birds, bats, other animals or winds. The global search of FPO is 

carried out by using Equation (2.20). 
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xi
t +1  =  xi

t  +  γL(λ)(g∗ −  xi
t) (2.20) 

where 𝛾 is a scaling parameter, 𝐿(𝜆)is the random number vector drawn from a Lévy 

distribution governed by the exponent 𝜆. Also, 𝑔∗ is acts as a selection mechanism for 

the best solution found so far. The current solution 𝑥𝑖
𝑡 is replaced by varying step sizes. 

This is because Lévy flights can have a fraction of large step sizes in addition to many 

small steps. The local search of pollination and flower constancy is figured out by using 

Equation (2.21). 

xi
t +1  =  xi

t  +  U(xj
t  −  xk

t ) (2.21) 

where U is a uniformly distributed random number. And, xj
t and xk

t  are solutions for 

pollen from different flower patches. Though switch probability can be used for 

activating pollination, the equations are linear in terms of solutions xi
t , xj

t  and xk
t  is 

preferred for simplicity. 

FPO can typically provide not only a higher explorative ability but also 

strong exploitation ability. There are various applications of FPO for solving many 

optimization problems such as economic and emission dispatch, solar photovoltaic 

parameter estimation, and EEG-based identification. Furthermore, FPO can also be 

used for the purpose of multi-objective optimization. 

2.7.5 Rhinoceros Optimization Algorithm (RO) 

In RO, it can provide the abstract and simplification of rhinoceros’ 

groups foraging and other natural behaviors. In addition, it also provides its strong 

ability in dealing with high-dimensional optimization problems with promise 

computation time. According to natural behavior of rhinoceros, an idea of distributing 

different gender distinct roles can achieve inclination of global exploration and local 

intensification. To simplify the working process, three general assumptions are defined 

according to rhinoceros’ behavior. First, all agents are doing Lévy flight in their 

predefined search range. Second, male agents have bounce mechanism while female 

not. Third, every agent will die, and reborn mechanism is implemented in each epoch 

(a possibility of 0.05), and the group leader is abandoned in this assumption in favor of 

the computing speed. 
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In the stage of search range definition, test functions are used which can 

be calculated using Equation (2.22). 

 Search Range =  
upper bound − lower bound

D
 (2.22) 

where, D is the function’s dimension. If the problem is low dimension, the search range 

will be large that is more search range is considered. In the case of high-dimensional 

optimization problem, same search range for low dimensional problem will make each 

agent heavy burdened in global search that leads to the result unstable. This problem 

can be overcome by defining different dimension D depend on the size of problem. 

In the stage of collision bounce mechanism, two male rhinoceros 

bounced off in opposite direction of each other which is similar a form of elastic 

collision. The radius of the moving bodies is the range of visual range. The bounce 

mechanism should be avoided male rhinoceros search range’s overlapping to save 

computation ability and enlarge the whole search space. Euclidean distance is used to 

calculate the distance between two rhinoceros. In addition, random walk exploration 

from current location to a new one is one of the activity of rhinoceros to transit 

information between the male or female rhinoceros. Lévy flights can be used for 

random walk calculation. It is a class of non-Gaussian random process where random 

walks are drawn from Lévy stable distribution. Furthermore, Lévy probability 

distribution that has power tail than normal Gaussian distribution because the 

probability of returning to previously visited site is smaller, and so benefit when target 

sites are sparsely and randomly distributed. For male agents, they do randomly Lévy 

flight while a possibility of 0.9 of female agents do Lévy flight around group leader and 

a possibility of 0.1 that they do random Lévy flight. The purpose of female rhinoceros’ 

concept is to avoid the group falling into local optimum easily.  

In the stage of die and born mechanism, the children will get the 

information from himself when one male agent die (personal best location) as well as 

the group leader (the best location). However, children will get information from itself 

and the male agent with best location when a female agent die. This design aims to 

accelerate the converge process and reflect the phenomenon of natural selection that is 
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good agent will have larger chance for transmitting good information or abilities to its 

descendent. 

2.7.6 Evolutionary Algorithm (EA) 

In the process of feature selection, searching an optimal feature subset 

can be provided by heuristic concept of evolutionary search to enhance the 

classification accuracy for the problem of feature selection from a huge number of 

attributes (complex feature). Evolutionary Algorithm (EA) is an idea of natural 

evolution which can be used as a generic optimization technique. EA involves three 

basic concepts: crossover- generates offspring from parents; mutation- undergoes small 

changes for individuals; selection- chooses higher likelihood for survival for fitter 

individuals. The implementation of EA involves many operators such as uniform 

random initialization, binary tournament selection, single point crossover, bit flip 

mutation and generational replacement with elitism. In the initialization stage, the 

population is generated randomly. Then, the parents are picked from population for 

crossover. There is various type of crossover operators such as single split point. 

Crossover can create large jumps in the fitness landscape which allows EA to cope 

much better with multi-modal fitness landscapes and have less likelihood to get stuck 

in a local extreme. Also, mutation is performed by flipping a single bit from 0 to 1 or 

the other way around. The likelihood for flipping the selection of a single attribute is 

1/m if m is the number of attributes. The purpose of mutation is to happen the small 

movement in the fitness landscape to climb up towards a close-by extremum. Then, 

evaluation is performed on current individual population by using the learning model 

on a cross-validation mode. Finally, the selection of the optimal feature subset is 

performed iteratively in which various selection operators can be applied such as 

tournament selector. Then, the loop will end when it meets the stopping criterions like 

the maximum number of generations or no more improvement till reach a time limit for 

optimization.  

2.7.7 Genetic Algorithm (GA) 

Genetic Algorithm (GA) is popular algorithm of MI and it is set up on 

the resemblance to natural selection. In basically, GA operates with population set of 

chromosomes, and fitness function (objective function) in order to find the satisfactory 
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solutions for interested problems. A chromosome is the sequential of gene, parameters 

of solution. GA searches best solution until satisfactory results are reached, and fitness 

function includes two operators (crossover and mutation functions) which is used to 

estimate the critical of the solution in the evaluation step. In crossover operation, 

jointing of distinct features from subsets pair into a novel subset is performed. In 

mutation, randomized updating of genes is carried out. Reproduction of chromosomes 

is taken by finding the fitness value in which bigger fitness value is selected which has 

higher probability of chromosome by using the Roulette wheel or the tournament 

calculation. In addition, the substitution of population process is performed by using 

the elitism or variety replacement strategy to generate a novel population in the new 

generation, called offspring. 

2.7.8 Elephant Optimization Algorithm (EO) 

Elephant Optimization Algorithm (EO) is one of the nature-inspired 

meta-heuristic algorithms and inspired by the habitual features of elephant herds search, 

male elephant scouts to look forward new habitat while female elephant surround the 

group leader step by step move towards new habitat according to the responsibility of 

different gender agents. The gender ratio is used for handling the algorithm’s inclination 

on global exploration or local intensification. EO can be designed using many 

mechanisms, but not limited to bounce mechanism, death and reborn walk mechanism, 

and random walk mechanism. However, the feature provides broad applicability 

depend on the different types of optimization problems. Consequently, time 

consumption for EO is too much.  

In the summary of effective EO search, three unique rules are carried 

out. First, the updating solution process should be performed during the normal update 

cycles, but with some major reforms by large cycles represented by the lifetimes of the 

searching elephants. Second, the intensive local searches at places in the search space 

that have higher likelihood of yielding the best result are led by some chief female 

elephants. Third, the male elephants lead the whole elephant clan out of local optima 

by serving as rangers to venture out to the far space.  

EO attempts to bridge the advantages of swimming ability of PSO and 

evolutionary ability of GA. In other word, EO taps on the dual benefits of swarm 
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movements and evolution. The solutions of EO are enhanced across the spatial domain 

by allowing the position of best fitness in swarm and a better generation by the principle 

of retaining only the fittest in evolution. The spatial enhancement is carried out by the 

female elephant gang using bi-velocities, local and global. There is a leader female with 

the best fitness like Firefly algorithm.  

In addition, the exploration process is performed by male elephants by 

taking their individual course without swarming near the female circle. The local search 

and the global search are influenced by the two velocity vectors which are corresponded 

to individual female elephants and the whole swarm. The implementations of global 

and local searches are separated more explicitly in EO likes the males who solely 

explore and the females who undertake intensive local searches.  

Furthermore, other auxiliary functions that need to be assumed, for 

instance, the expulsion of two male elephants that encounter each other. And, the male 

elephants should widespread as far apart as possible for achieving maximum 

exploration coverage. In the case of collide, two male elephants bounced off in opposite 

direction of each other where their visual ranges set the radius of the moving bodies. 

They scatter off with unequal masses which are fitness values of the two colliding 

elephants. The worse fitness bounds off is existed at a higher velocity in a multi-

dimensional hyperspace. The best heuristic information is carried forward in the future 

generation, through some evolutions, by updating the current elephants intermittently 

with the best-found positions. 

 EO may not fully converge into a single position because of the 

separation of exploitation and exploration. However, the operation of EO may run 

through a certain amount of cycles for promising the best fitness value converges to 

some maximum threshold. Moreover, the assumption of lifespan for elephant is defined 

by a probabilistic death rate which is bounded by a negative exponential distribution. 

The birth rate of new elephant should be the same rate while the elephants vanish 

randomly according to the probability distribution. The male leader ventures far out to 

explore for better terrains while the leader of the female elephant herd performs local 

search in depth. When better solutions are found, the herd migrates towards there. The 

unique feature of EO is that male elephants will leave the group when they grow to 
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maturity and reincarnating into male elephant infants of the same herd in future 

generations. 

2.7.9 Firefly Optimization Algorithm (FO) 

Firefly algorithm (FO) is one of the nature-inspired meta-heuristic 

algorithms. It was based especially on the flashing patterns and behavior of fireflies. It 

includes three basic rules. First, since fireflies are unisex and so, firefly will have 

attracted each other regardless of their sex. Second, the level of attractiveness is 

proportional to the brightness. Therefore, for any two flashing fireflies, the less bright 

of firefly will move towards the brighter one. However, the firefly will move randomly 

if there is no brighter one. Third, the brightness of a firefly is determined by the 

landscape of the objective function. 

The attractiveness is directly promotional to the light intensity of 

adjacent fireflies and the variation of attractiveness β for distance r can be defined using 

Equation (2.23). 

β = β0e−γr2
 (2.23) 

where β0is the attractiveness at distance r = 0. 

Moreover, the movement of firefly i to brighter firefly j is defined by 

using Equation (2.24). 

xi
t +1  =  xi

t + β0e−γrij
2

 (xj
t −  xi

t ) +  αt ϵi
t (2.24) 

where the second term is due to the attraction and the third term is randomization with 

respect to 𝛼𝑡  being the randomization parameter. Also,  𝜖𝑖
𝑡  is a vector of random 

numbers derived from a Gaussian distribution or uniform distribution at time t. If β0 = 

0, it becomes a simple random walk. On the other hand, if γ = 0, it reduces to a variant 

of particle swarm optimization. Furthermore, the randomization 𝜖𝑖
𝑡  can easily be 

extended to other distributions such as Lévy flights. 

In the point of view for application areas, the FO algorithm has attracted 

much attention to many applications such as digital image compression with least 

computation time. Meanwhile, it is used for feature selection with consistent and better 

performance by means of time and optimality.  
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2.7.10 Cuckoo Optimization Algorithm (CO) 

Cuckoo optimization algorithm (CO) is a novel population based 

stochastic global search meta-heuristic algorithm. It is inspired by the natural of 

breeding behavior of some cuckoo species that lay their eggs in the nests of host birds. 

In addition, an individual egg represents a solution, and a cuckoo egg represents a new 

solution. The purpose of CO is to use new and potentially improved solutions to replace 

worse solutions in the nests. Three rules of CO can be briefly described. First, each 

cuckoo lay one egg at a time, and dumps it in a randomly chosen nest. Second, the best 

nests with high quality of eggs (solutions) will carry over to the next generations. Third, 

the number of available host nests is fixed, and the egg laid by a cuckoo is discovered 

by the host bird with a probability pa ≥ (0,1). In this case, the host bird can either get 

rid of the egg, or simply abandon the nest and build a completely new nest. 

As a further estimation, a fraction pa of the n host nests can be replaced 

by new nests with new random solution. In a problem of maximization, the fitness 

function of a solution is directly proportional to the value of the objective function. In 

the implementation of CO, the simple assumption is used such as each egg in a nest 

represents a solution, each cuckoo can lay one egg, the objective function is to look 

forward the new potential better solutions for replacing a not-so-good solution in the 

nests. However, this basic CO can be extended to more complicated one by modifying 

some parameters such as the assumption of each nest has multiple eggs representing a 

set of solutions. 

In the calculation of CO, combination of a local random walk and the 

global explorative one is performed by switching parameter pa in order to have balance 

search. And, the local random walk can be defined by using Equation (2.25). 

xi
t +1  =  xi

t  +  αs ⊗ H(pa− ∈) ⊗ (xj
t  −  xk

t ) (2.25) 

where xj
t and xk

t are two different solutions selected randomly by random permutation, 

H(u) is a Heaviside function, ∈ is a random number drawn from a uniform distribution, 

and s is the step size. Meanwhile, the global random walk is figured out by applying 

Lévy flights in Equation (2.26).  

(

2.26) 
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xi
t +1  =  xi

t  +  αL(s, λ) (2.26) 

where the Lévy flights are calculated randomly by using Equation (2.27). 

L(s, λ)~
λΓ(λ)sin (πλ 2⁄ )

π
 

1

s1+λ 
 , (s ≫  s0  > 0) (2.27) 

Here α > 0 is the step size scaling factor, which should be related to the scales of the 

problem of interest. In most cases, α = O(L/10) is used, where L is the characteristic 

scale of the problem of interest, while in some cases α = O(L/100) can be more effective 

and avoid flying too far. Obviously, the α value in these two updating equations can be 

different, α1 and α2. However, α1 =α2 =α can be used for simplicity. 

The benefit of CO is that Lévy flights is used for global search rather 

than standard random walks. It can provide infinite mean and variance that can help the 

exploration of more efficient search than standard Gaussian processes. In addition, it 

can provide global convergence by combing the capability of local and global search. 

In the point of view for application, CO has been used in various areas 

of optimization and computational intelligence with good efficiency, for instance, 

engineering design applications. Moreover, it can also be used for training spiking 

neural network model, optimizing semantic web service composition processes, 

optimizing design for embedded system, selection of optimal machine parameters in 

milling operation, and generating independent paths for software testing and data 

generation. In addition, modified CO is used for solving non-linear problem. On the 

other hand, a discrete CO is used to solve nurse scheduling problems. Furthermore, a 

variant of CO in combination with the quantum-based approach is used to solve the 

problems of Knapsack. In the point of view for algorithm analysis, CO search and 

differential evolution algorithms can provide more robust result than PSO and ABC. In 

complex phase equilibrium applications, CO search can offer a reliable method for 

solving thermodynamic calculations while it is used for solving a six-bar double dwell 

linkage problem and solving distributed generation allocation problem in distribution 

networks with good convergence rate and performance. As a future enhancement, the 

multi-objective CO search is used for designing engineering applications such as 

scheduling problems. 
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2.7.11 Bat Optimization Algorithm (BO) 

Bat optimization algorithm (BO) is one of the bio-inspired algorithms 

which was developed by Yang in 2010. The idea of BO was based on the echolocation 

features of microbats where used a frequency-tuning technique to increase the diversity 

of the solutions in the population and it also employed the automatic zooming in order 

to balance exploration and exploitation for search process by mimicking the variations 

of pulse emission rates and loudness of bats when looking forward prey. 

Three basic rules are used to develop BO algorithm. First, echolocation 

is used by all bats to sense distance between food/prey and background barriers in some 

magical way. Second, bats fly randomly using velocity vi at position xi with a frequency 

fmin, varying wavelength λ and loudness A0 to search for prey. They can automatically 

adjust the wavelength (or frequency) of their emitted pulses and adjust the rate of pulse 

emission r ∈ [0,1], depending on the proximity of their target. Third, the assumption of 

loudness variation from a large (positive) A0 to a minimum constant value Amin is used 

although the loudness can vary in many ways. In the simple model of BO, ray tracing 

is not used though it can form an interesting feature for further extension. Though ray 

tracing can be computational extensive, it can be a very useful feature for computational 

geometry and other applications. Furthermore, frequency is always intrinsically linked 

to a wavelength. Therefore, frequency f or wavelength λ should be changed depending 

on the ease of implementation and other factors for different applications. 

The velocity vi
t and a location xi

t, at iteration t, in a d dimensional search 

or solution space are always important factors for the consideration of each bat. There 

exists a current best solution x∗ for all the bats. Therefore, the following three Equations 

(2.28), (2.29), and (2.30). 

                          fi  =  fmin  + (fmax  −  fmin)β (2.28) 

                        vi
t =  vi

t−1  + (xi
t−1  −  x∗)fi (2.29) 

   xi
t =  xi

t−1  + vi
t (2.30) 

where β ∈ [0,1] is a random vector drawn from a uniform distribution. 

The implementation of BO can be used depending on the domain size of 

the problem of interest. Since frequency is assigned randomly for each bat, frequency-



40 

 

tuning algorithm should be used to support a balanced combination of exploration and 

exploitation. In addition, the loudness and pulse emission rates can be used for 

controlling and auto zooming into the region with promising solutions.  

Since the loudness decreases when a bat has found prey while the rate 

of pulse emission increases, the loudness Ai and the rate of pulse emission ri must vary 

between Amin and Amax during the iterations. In the case of Amin = 0, a bat has just found 

the prey and temporarily stop emitting any sound and it can be defined using Equation 

(2.31). 

vi
t +1 =  αAi

t , ri
t +1  =  ri

0 (1 −  𝑒−γt) (2.31) 

where α and γ are constants. For any 0 < α< 1 and γ > 0, it can be defined using 

Equation (2.32). 

Ai
t  → 0, ri

t → 𝑟𝑖
0, 𝑎𝑠 𝑡 →  ∞ (2.32) 

where α = γ can be used for simple case. In addition, BO algorithms can be applied in 

various area of optimization, scheduling, feature selection, classification, datamining, 

image processing, and others. 
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CHAPTER 3 

SYSTEM DESIGN AND IMPLEMENTATION 

This chapter presents the detail description of individual components for 

the proposed automatic document classification using optimization of feature selection 

process. However, the practical model implementation process includes multiple steps 

that are related borderline to many different theories and concepts such as data 

preprocessing, feature extraction, feature engineering, and learning models and 

evaluation measurements.  

First, the overall architecture of meta-heuristic-based optimization of 

feature selection for document classification is described and it includes several stages 

such as tokenization process, normalization process, stop words handling process, 

stemming and lemmatization process. In addition, feature extraction stage using n-gram 

TF-IDF and feature engineering is also described.  

Second, the various powerful feature selection schemes are presented by 

using both filter and wrapper feature evaluation with various meta-heuristic based 

randomized searching capability. Then, MI-based optimization of feature selection 

process is explained. In addition, three groups of MI-based feature selection system are 

described which include swarm intelligence-based feature selection system, 

evolutionary intelligence-based feature selection system, and modern MI-based 

optimization of feature selection system. Moreover, feature reduction process, and 

learning models and various evaluation methods are also explored. 

Then, system implementation section composes with the description of 

dataset, library file and parameter setting of experiments for the proposed system. In 

the last part of this section, the detailed parameter settings for filter and wrapper feature 

selection approaches, traditional search approaches, and meta-heuristic intelligence 

search approaches are described. 

3.1 System Design  

In this section, meta-heuristic based optimization of feature selection for 

web document classification is depicted in Figure 3.1. Firstly, the text value includes 
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many feature values such as many words for training phase, and therefore the important 

words are extracted by removing irrelevant and redundant feature, which is called data 

preprocessing and feature extraction step. Secondly, feature selection process is 

performed using filter or wrapper approach such as the correlation-based feature subset 

selection (CFS) or classifier subset evaluation (CSE) with meta-heuristic based 

searching policy to look for the global optimal feature subset. Thirdly, the selected 

features are compressed by using Principal Component Analysis (PCA) to speed up the 

building of classification process. Finally, J48, Naïve Baye, and support vector machine 

classifiers are selected for studying the performance of selected subset features that are 

driven from the feature selection process.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: Meta-heuristic-based feature selection for document classification 
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The objective function (OF) for the proposed model is the accuracy of 

classifier. When the testing data is input, the same processing that applied in training 

stage are used to select the optimal feature subset. And then, the classification model is 

applied on testing data to evaluate the performance of classification model on 10-folds 

cross validation. If the result is not reached the defined objective function, modification 

rate parameters is determined in order to find the optimal feature subset and this process 

is performed repeatedly until the maximum number of iterations or achieved objective 

function. 

3.1.1 Data Preprocessing and N-Gram TF-IDF Feature Extraction  

Since data comes from heterogenous, and multiple sources, with huge 

sizes, they are highly susceptible to noisy, missing, and inconsistent data called noise. 

In addition, the nature of text is unstructured and complex, and therefore, the process 

of data preprocessing and feature extraction is important for document classification. 

Figure 3.2 shows feature extraction process for feature vector implementation which 

contains several stages: word tokenization is used to split the word; stop words handler, 

stemmer and lemmatizing  are used to collect the word of bag; normalization process is 

applied to give all attributes an equal weight; and term frequency- inverse document 

frequency (TF-IDF) [58] is performed to calculate the score of text. 

 

 

 

Figure 3.2: Feature extraction process for feature vector implementation 
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commonly appeared in text documents without dependency to an individual topic. 

Moreover, stemming is performed by removing suffixes and prefixes from index terms 

before assigning the terms to reduce inflectional forms and derivationally related forms 

of a word to a common base form. However, lemmatizing is used to identify word form 

from its root form by considering the part of speech and the context of the word in the 

sentence. 

3.1.1.2 Normalization 

Normalization or standardization process is an essential step for 

classification model in order to avoid dependencies of measurement units. It attempts 

to give all attributes an equal weight to speed up the learning stage. There are various 

schemes for normalization with different calculations such as min-max normalization 

which performs a linear transformation on the original data and it will face an “out of 

bounds” error if a future input for normalization falls outside of the original data range; 

z-score normalization or zero-mean normalization which uses the mean or standard 

deviation of attributes and useful when the minimum and maximum of attribute are 

unknown or when outliers that dominate the min-max normalization; and normalization 

by decimal scaling which is performed by removing the decimal point of values of 

attribute, etc. 

3.1.1.3 Feature Extraction: Term Frequency-Inverse Document Frequency  

An initial set of raw data is reduced to more manageable groups for 

processing, is known as feature extraction. TF-IDF is a popular and commonly used a 

statistical weighting method for retrieving the importance of a term in a document for 

text mining. TF is the number of occurrences of this term in a specific document, but 

IDF is a measure of the importance of a term in the whole collection. The term 

frequency is the number of occurrences of the term t in document d divided by the total 

number of tokens in the document which can be calculated using Equation. (3.1):  

tfd,t  =  
nd,t

|d|
 (3.1) 

where 𝑛𝑑,𝑡  is number of occurrences of t in d. The inverse document frequency is 

calculated by using Equation. (3.2):  
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idft  = log
|D|

|{d ∶ t ϵ d}|
 (3.2) 

where |𝐷| is the number of categories and |{𝑑 ∶ 𝑡 𝜖 𝑑}| if the number of documents 

with term t occurrences. Finally, TF-IDF can be calculated by multiplying TF with IDF 

in Equation (3.3): 

tf − idfd,t  =  tfd,t  ∗  idft (3.3) 

In the calculation of TF-IDF, it considers weighting for individual term 

based on its inverse document frequency. In other words, if the more documents a term 

appears in, the less important that term will be, and the weighting will be less. The 

calculation of TF-IDF for each attribute, aij ,can be depicted in Equation. (3.4):  

aij =  tfij  ∗ log (
N

nj
) (3.4) 

where, tfij refers the term frequency of term j in document i, N represents the total 

number of documents in the dataset, nj represents the number of documents that term i 

appears. We need to apply some smoothing techniques in a small dataset for the case 

when N equals nj, then aij becomes zero by using the Equation. (3.5) which is described 

as follows:  

aij =  log(tfij + 1.0) ∗  log (
N + 1.0

nj
) (3.5) 

3.1.2 Feature Engineering using Data Mining Framework 

A high number of features in a dataset, comparable to or higher than the 

number of samples, can turn into poor results for the validation datasets due to high 

complexity for computation. In [59], the main operation for multi-sector application 

areas in real-world from statistics, data mining, and knowledge discovery to machine 

learning areas, is to find the population or feature subsets that to be worthy of focused 

analysis. Both theoretical analyses and experimental studies show that many of the 

feature selection algorithms scale worse in the domains of large numbers of irrelevant 

and/or redundant features and consequently the development of additional procedures 

and methods becomes the important topic in data pre-processing, discovering, or 
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visualizing algorithms. Several stages of feature engineering process for this research 

will be explained in the following subsections. 

3.1.2.1 Feature Selection Scheme 

 In the process of feature selection, it can be separated into two parts 

which are feature evaluator- evaluating the relevance of each feature in the candidate 

subset; and search methods- searching the appropriate features for the next suitable 

candidate feature subset in the search space. Types of feature selection algorithm can 

be grouped into three as a general: filter, wrapper, and embedded selector. In Figure 3.3 

(a), filter considers the individual feature evaluation process independent from the 

learning model which includes ranking the lists of features from evaluated score and 

select the fine ones that above the threshold value. In Figure 3.3 (b), wrapper operation 

is depended on the type of selected classifier to evaluate feature sets, and it can provide 

more reliable. In embedded filter process, it selects the feature during the process of 

learning such as ANN.  
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(b) 

Figure 3.3: Common feature selection approaches: (a) Filter, (b) Wrapper 
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evaluation and search for feature subset space using the correlation between features. 

In feature evaluation process, the merit function is used to formulize the heuristic in 

which the numerator can be assumed as giving an indication of how predictive of the 

class a group of features are, and the denominator represents how much of the 

redundancy among the features. Irrelevant and redundant features are removed 

according to the statements of heuristic. The mathematical expression of merit function 

is shown using Equation. (3.6):  

Ms  =  
kr̅cf

√k + k (k − 1)r̅ff

 (3.6) 

where, Ms refers to the heuristic “merit” function for feature subset S with k features, 

�̅�ff means the average intercorrelation between features, and �̅�cf brings up the mean of 

feature to class correlation in which f belongs to S. In the feature subset space searching 

process, the entropy of Y [H(Y)], and correlation between discrete random variables X 

and Y [H (Y|X)], can be calculated using Equations. (3.7) and (3.8), respectively:  

H (Y) =  − ∑ p(y)  log2 p(y)

y∈Y

 (3.7) 

H (Y|X) =  − ∑ p(x)

x∈X

 ∑ p(y|x)

y∈Y

 log2 p(y|x) (3.8) 

Information gain (IG) can be calculated using the following 

mathematical expressions in Equation. (3.9). 

IG = H (Y)  − H (Y|X) (3.9) 

where H (Y|X) refers to the probability of Y is changed according to the occurrence of 

X (dependency). 

In order to normalize the feature values to the range [0, 1], symmetrical 

uncertainty can be applied that is depicted in Equation. (3.10). 

symmetrical uncertainty = 2.0 ×  
gain

H(Y) + H (X)
 (3.10) 

Figure 3.4 illustrates correlation-based feature selection process and it is 

one common filter algorithm that is performed by coupling the ranking process of 

feature subset in according to the correlation-based evaluation formula with an 
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acceptable correlation measure and approach of heuristic search. The merit function 

calculation urges a ranking on feature subsets in the hypothesis of feature subsets search 

space. The acceptance rules are defined according to the two rules which are irrelevant 

feature- they should be ignored as their correlation with the interested test is low; and 

redundant features- they should be screened out because they are highly correlated 

feature with each other. Moreover, the condition of feature acceptance is always relying 

on the prediction of class in the scope of instance space, but not considered on other 

features. In most of the domains, the CFS normally can eliminate the over half of the 

features from hypotheses of original dataset and therefore execution time for the CFS 

is faster than wrapper for large scale of datasets. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4: Correlation-based feature selection process 
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from the feature subset. Evaluation for accuracy measurement is performed on cross 

validation of the training set. When the estimated accuracy of adding any feature is less 

than the estimated accuracy of the feature set already selected, the wrapper process is 

ended. The wrapper approach of CSE is generally considered to produce better feature 

subsets, but it is not cost effective for running time because the learning algorithms is 

called recursively. In this thesis, CSE is used with MI-based searching policy which is 

shown in Figure 3.5. In the proposed system, the computational intelligence helped to 

search the optimal features which can provide the good performance of specific 

learning algorithms by evaluating the selected features on 10-folds cross validation in 

the training stage. In testing stage, the selected features from the training stage are 

applied to estimate the accuracy through the stages of dimensionality reduction, 

learning algorithm and evaluation of selected feature subsets.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5: Feature selection using CSE with MI-based search 
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3.1.2.4 Multi-Dimensional Feature and MI-Based Optimization of Feature 

Selection 

Text is high dimensionality feature and selection of distinctive features 

is essential for text classification. The selection of feature is performed by considering 

two criteria: feature evaluation and feature searching. Meanwhile, searching the optimal 

solution has become a hot topic like treasure hunting. In the case of blindfolded search 

without any guidance, the pure random search is used that is not efficient. On the other 

hand, searching process is directly climb up to the steepest cliff in order to find the 

treasure at the highest peak of a known region, for instance, classic hill-climbing 

approaches. However, most of our search should have been these two extremes like a 

random walk while looking for some hints. In this type of search, treasure hunting alone 

can be performed if the whole path is a trajectory-based search such as simulated 

annealing. In contrast, a group hunting is performed by sharing the information likes 

swarm intelligence. Though the global optimal solution can be found theoretically for 

the assumption of unlimited time with any accessible region, the search process will 

take a very long time. In fact, all modern meta-heuristic algorithms tried to use the 

optimal solutions by randomized search and replacement of better solution in the place 

of not-so-good ones while evaluating individual competence (fitness) in combination 

with the use of system memory. With such a balance, the effort for building better and 

efficient optimization algorithm is the main objective.  

The principle objective of this research is to observe the ability of meta-

heuristic based search policies for solving the problem of optimization for feature 

selection from high dimensionality of feature space. To achieve optimal features for 

document classification system, the proposed searching model can be worked by 

synchronizing with the feature evaluation process by checking it according to defined 

objective function. If the selected subset feature cannot reach to the defined objective 

function, the modification rate parameters is tuned for metaheuristic-based searching 

until the maximum number of iterations or objective function is achieved, in order to 

provide the new subset features for optimal classification.  
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3.1.2.5 Swarm Intelligence Based Feature Selection System  

A challenge for solving optimization problem which includes various 

decision variables and complicated structured objectives and constraints, has become a 

hot demand in different fields today. One way to relate with real- world optimization 

application is by taking inspiration from nature for the development of computational 

algorithms. Swarm-based algorithms are computational algorithms which are based on 

nature-inspired algorithms based on population. In the process of swarm-based 

algorithm, a good enough solution is generated by cooperating among populations of 

individual potential candidate solutions, and then generating better solutions over 

generations. In this experiment, swarm intelligence-based optimization of feature 

selection system is performed, and the detailed process is shown in Figure 3.6.  

After cleaning the data and other tasks in preprocessing stage, feature 

extraction process is performed by n-gram TF-IDF calculation in order to build the 

feature vector. The extracted features are fed to the feature selection process to reduce 

the number of dimensions of feature vector. In the proposed system, correlation-based 

feature subset evaluation process (CFS) is used to guide swarm-based searching with the 

purpose of  exploring the optimal subset in a space of given feature set that has highly 

correlated with the class are investigated, but uncorrelated with each other. The 

acceptance rules are defined according to the two aspects of point of view which are 

features irrelevant - they should be ignored as their correlation with the interested test is 

low; and features redundant - they should be screened out. The selected feature subset is 

evaluated in order to measure the performance in terms of classification results and 

monitor the score value for selected feature subset (FS score) by measuring the 

performance of the classification process. Then, the output of optimal feature subset is 

used as a recommended set of features for classification.  

Fitness Function = Merit (D) (3.11) 

where D is the set of total number of features in the hypothesis. 
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Figure 3.6: Swarm intelligence-based feature selection system 

3.1.2.6 Evolutionary Intelligence Based Feature Selection System  

In Figure 3.7, searching an optimal feature subset can be provided by 

heuristic concept of evolutionary intelligence to enhance the classification accuracy for 

the problem of feature selection from a huge number of attributes (complex feature). In 

the initialization stage, the population (feature set) is generated randomly, and the 

parents are picked from population to evaluate the value of individual chromosome 

(feature). In the evaluation and exploration process, selection of the optimal feature 

subset is performed iteratively in which various selection operators can be applied. And, 

single point crossover is performed to achieve new offspring (feature). Then, mutation 

is performed on new offspring to avoid the process in initialization stage. After 

finishing evaluation and exploration of global offspring (feature), all selected global 

offspring (feature) are fed back to evaluation and do the evaluation until reach to 

objective function (merit in filter or accuracy in wrapper) or maximum iteration.  
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Figure 3.7: Evolutionary-based feature selection system 

3.1.2.7 Modern MI-Based Optimization of Feature Selection System  

The proposed system is designed by two main stages: elimination of 

redundant and irrelevant features by looking forward the optimal features from text 

documents and conduct to the highly effective classifiers. Basically, optimization in 

second stage is provided guideline towards enhancing the accuracy of classification 

process given the preselected classifiers. However, the time consumption for individual 

evaluation in second stage is taken more time than first one. In the initialization stage 

for modern MI-based feature selection, all common variables are used like swarm-

based search except a few value and calculation are different. In addition, the rule for 

search policy is quite different depend on the nature of individual animals (Section 2.7). 

In addition, MI-based filter approach used merit function to guide heuristic search in 

which the selected feature subset from individual search process is evaluated using 

merit function to measure the quality of selected feature subset which is correlated to 

individual class highly. Meanwhile, MI-based wrapper approach sends all selected 
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feature subset to specific classifier-based feature evaluator in order to measure the 

quality of feature subset. In addition, accuracy is used as objective function in order to 

provide heuristic search. In the proposed case-study system, number of population and 

iteration is used as stop criteria for search process and selected all global feature subset 

within defined iteration and population.  

3.1.2.8 Feature Reduction Scheme 

In the case of text document classification, dimensionality reduction 

process has become an important concept to reduce the features from high 

dimensionality space. Then, Principal Component Analysis (PCA) is a popular 

algorithm that can create new attributes by using linear combining the original 

attributes. PCA is looking for a set of new attributes that meets the following criteria: 

(i) linear combinations of the original attributes, (ii) orthogonal to each other, and (iii) 

capture the maximum amount of variation in the data. In this thesis, PCA is used which 

is a linear model for performing randomness extracting the uncorrelated or orthogonal 

principal components in the high dimensional space in order to reduce the dimension 

of selected features and the complexity. If applying PCA in classification, the attribute 

selection for noise removing is applied firstly, and then use PCA for reducing the 

feature dimension because PCA is not the feature extraction technique and therefore 

some information will be lost when compression on original data. 

Figure 3.8 demonstrates the process of Principal Component Analysis 

(PCA). It is the process of mapping the original attributes onto a new synthetic form. It 

is performed by combining the information from subsets of the original ones with 

statistical properties without changing the property of original data. In the calculation 

of the PCA, means value is calculated to normalize the features, and the standard 

deviation between individual variables is figured out to implement the covariance 

matrix which is used to measure the variance of attributes together. Then, engine value 

and vector calculation are performed for data transformation and they are non-negative 

descending ordered eigenvalues. Then, the components are chosen in order to form a 

feature vector or a column vector. Finally, principal components are formed by 

multiplying the transformed feature vector with transformed scaled features.  
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Figure 3.8: Feature reduction using principal component analysis (PCA) 

3.1.3 Learning Models and Evaluation Measurements 

In this document classification system, various learning algorithms can 

be applied for categorizing document label. They are Naïve Baye, support vector 

machine, and decision tree (J48). The detail concepts and mathematical models are 

explained in Subsections 3.1.3.1, 3.1.3.2, and 3.1.3.3 respectively. 

On the other hand, the evaluation scheme for knowledge discovery 

process (KDP) is very critical to determine the performance of proposed system. 

Though there are many different types of measurement for evaluating any built model, 

the selection of correct scheme, depending on the application, is more important. In 

addition, the performance of the proposed feature selection system is evaluated on 

confusion matrix. To describe scheme in specific, accuracy [correctly classified 

instance (CCI) and incorrectly classified instance (ICCI) the quantity of confusion 

matrix in percentage; mean absolute error (MAE) the average over the verification 

sample of absolute values differences between forecast and the corresponding 

observation; root mean-squared error (RMSE) a quadratic scoring rule which measures 
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the average magnitude of the error; and time consumption the total computing time for 

classification model (TLM/TCM) in second; root relative squared error (RRSE) the rate 

of error difference between predicted value and target value, are used to evaluate the 

performance of the proposed system. In addition, precision (P), recall (R), F1 score, 

number of selected feature (SF), number of leaves (NL), and size of the tree (ST) are 

also used. The calculations for each measurement are shown in Equations (3.12), (3.13), 

(3.14), (3.15), (3.16), (3.17), (3.18), (3.19) and (3.20) respectively.  

Accuracy or CCI(%) =
(TP + TN)

(TP + FP +  TN + FN)
∗ 100%  (3.12) 

  

Error rate or ICCI(%) =
(FP + FN)

(TP + FP +  TN + FN)
∗ 100% (3.13) 

  

P =
TP

(TP + FP)
 (3.14) 

  

R =
TP

TP  +  FN
      (3.15) 

  

F1 =
2 ∗ P ∗ R

P + R
 (3.16) 

where TP is the number of true positive, TN is the number of true negative, FP is the 

number of false positive, and FN is the number of false negative. 

MAE =  
1

n
 ∑ |y − ŷ| (3.17) 

where, n is the total number of samples, y is actual output value, and ŷ is the predicted 

output value. 

RMSE =  √
∑ (Predictedi  −  Actuali)2N

i =1

N
 (3.18) 

  

TLM or TCM = Time to build model on full dataset (3.19) 

where TLM or TCM is the total computation time for classification model (second).  
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RRSE =  √
∑ (Oi  −  Pi)2N

i=1

∑ (Oi  −  O̅i)2N
i=1

 (3.20) 

where Oi is the predicted values, Pi is the target values, and O̅i is the mean of target 

values.  

3.1.3.1 Naïve Baye Algorithm 

Naïve Bayes classifier [62] is a simple probabilistic classifier which uses 

the Bayes theorem in which the strong independent assumptions among the features are 

selected to build the learning network. The Naïve Bayes (NB) algorithm estimates the 

individual class prior probabilities by considering the number of class occurrence in the 

training, then the conditional probabilities of the independent features are calculated 

and apply the conditional and prior probabilities generated from the training data to 

make a prediction for the testing data. In addition, it can handle missing values by 

removing the probability and it is easy to use.  

NB has been proven very effective for text categorization in which d ∈ 

D, where D denotes the training document set and d represented as a bag of words. In 

addition, individual word w ∈ d where w is feature words. Each document d is 

concerned with a class label c ∈ C, where C denotes the class label set. Naive Bayes 

classifiers estimate the conditional probability P(c|d) which represents the probability 

of a document d belongs to a class c, that is shown in Equation. (3.21): 

P (c|d) α P(c) . P(d|c) (3.21) 

In addition, P(w|c) can be calculated using Laplacian smoothing which 

is depicted in Equation. (3.22): 

P (w|c)  = 1 + n (w, c) |W|  + n(c) (3.22) 

where n(w,c) is the number of the word positions that are occupied by w in all training 

instance with class c. Finally, |W| is the total number of distinct words in the training 

set, and n (c) is the number of class. 
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3.1.3.2 Support Vector Machine Algorithm  

Support vector machine [63] is a popular supervised learning algorithm 

for text classification, and it selects a modest amount of significant limit samples from 

all classes and constructs a linear discriminant model called the maximum margin hyper 

plane. The greatest margin hyper plane can provide the most supreme division among 

the classes. It does not go nearer to any than it ought. To be more precise, the convex 

hull of a group of points is the most stable enclosing convex polygon. If the systems 

exceed the restrictions of linear limits, nonlinear function terms such as quadratic, cubic 

and higher-order decision limits can be used to establish the margin of hyper plane. 

The maximum margin hyper plane between individual hyper plane 

dividing the classes is the one being the furthest away from both convex hulls and 

vertical bisector of the least distanced line linking the hulls. In the satisfactory mapping 

selection, the input examples become linearly or approximately linearly divisible in the 

high-dimensional plane. The optimal hyper plane that has maximizes the distance 

between the instances of different classes can be computed. In order to get optimal 

approach, the task is to maximize the distance from the separating boundary to the 

support vector- the points which are closest to the separating hyperplane. The process 

of transformation is made by “Kernel Function” which includes Polynomial Learning 

Machine, Radial-basis function network, and two-layer Perceptron.  

3.1.3.3 Decision Tree Algorithm (J48) 

A decision tree learning (J48) [64] is the predictive modelling technique 

for class-labeled training samples. Figure 3.9 illustrates decision tree for training and 

testing data for news classification which includes two main parts. Classification model 

is constructed by learning from a training dataset and their associated class labels. This 

model is used to predict class labels for given data and estimate the accuracy of the 

learning model in testing part.  
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Figure 3.9: Functional diagram for decision tree classifier 

In the proposed classification process, J48 decision tree is used because 

it does not require any domain knowledge and it can handle multidimensional data. In 

addition, the representation of acquired knowledge is intuitive and easy to assimilate 

by human. The conceptual decision tree which includes the internal node for testing on 

individual attribute; branches to represent the outcome of the test; and leaf nodes to 

hold the class labels. The topmost root node which includes more generalized value and 

the lowest leaf node which involve more specific value. 

It can be used for classification commonly, and others such as clustering 

by applying the “divide and conquer” technique to split the problem search space into 

sub space [65], in order to select the best split attributes. In the case of classification 

process, the attribute values of the tuple for which the associated class label is unknown, 

are tested against the decision tree by tracing from the root to a leaf node and converted 

to classification rules. There are different schemes such as entropy, mutual information, 

information gain, for calculating the quantify information to select the optimal values 

induction, depending on the version of decision tree. 



61 

 

3.2 System Implementation  

The principle objective of this thesis is to observe the ability of meta-

heuristic based search policies for solving optimization problem of feature selection in 

the part of document classification. To achieve optimal features, the proposed searching 

model is worked by synchronizing with the classification model in order to know the 

accuracy of classification result which are evaluated on testing data and checked it 

according to defined objective function is shown in Equation. (3.23). If the selected 

subset feature cannot reach to the defined objective function, the modification rate 

parameters is tuned for MI-based searching until the maximum number of iterations.  

Objective or Fitness Function = Accuracy or Correctly Classified Instance(D) (3.23) 

where D is the set of features. In addition, Machine Learning technique is applied to 

learn about characteristic of interested data. The common characteristics are derived 

from news are text-based feature which has the unstructured nature that can happen the 

multi-dimensional complex features. In addition, we have investigated preprocessing 

case which includes tokenization process, normalization process, stop words handling 

process, stemming and lemmatization process, and feature extraction using TF-IDF. 

Meanwhile, the powerful feature selection scheme is defined by using filter or wrapper 

with effective meta-heuristic based randomized searching capability to select the 

optimal features. In addition, the various powerful classifiers are used to build the 

classification models and evaluated them on testing data using 10-folds cross 

validation. In the rest of this section, we will describe dataset, system library file and 

parameters setting for various experiments of the proposed model.  

3.2.1 Dataset  

In this experiment, BBC news dataset [66] is used as benchmarks for 

machine learning research. It consists of the top five popular topics: business (510), 

entertainment (386), politics (417), sport (509), tech (400), containing 2,222 documents 

in total. The attributes for training model are long strings of text and their corresponding 

class. The training data type is nominal, which is passed into several stages for preparing 

feature vectors. In the first stage, data cleaning is performed by the activities of stop 

word handling, stemming and normalization. In the second one, feature is extracted 
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using n-gram tokenizer with TF-IDF, and 2,591 features are achieved for building the 

feature vector.  

3.2.2 Library File 

The very common data mining and machine learning workbench for 

building the data mining and machine learning application, which is known as Waikato 

Environment for Knowledge Analysis, WEKA in short, is described in this section. It 

is fully developed using Java and distributed under the terms of General Public License, 

and flexible on every platform like Linux, Windows, Macintosh operating systems, and 

even on a personal digital assistant. Three main things by the help of WEKA is observed 

which are analysis of the data nature; prediction of new instance and event using the 

learning model; evaluation process of different models to choose the best suitable 

model for specific target application of dataset on hands.   

First, WEKA workbench is a suit of the state-of -art of machine learning 

algorithms and data preprocessing tools, which can provide the whole process of 

experimental data mining to try out every methods of machine learning schemes on 

new datasets in easy and flexible ways in which contain preparation of input data, 

evaluation of learning schemes statistically, and visualization of the input data and the 

result of learning. In addition, it can provide the various learning algorithms accompany 

with a large range of preprocessing tools and is accessed through a common interface 

in order to compare different methods and can describe the most appropriate for the 

problem on hand.  

Second, WEKA can provide the data mining methods for preprocessing, 

attribute selection, building models, and others, to solve the different real-world 

problems such as regression, classification, clustering, association rules mining, and; 

so on. WEKA support their service in different forms to users not only graphical user 

interface which is easy to use for machine learning beginner to understand the different 

learning models  accompany with complete flow of data mining process but also library 

files with different packages which is intended for the developer who want to build the 

specific application completely by collaborating with other useful frameworks and 



63 

 

tools. WEKA can support more than 100 packages related with data mining and 

machine learning area for different areas of application. 

The structure of WEKA is look like the organization of Java Programs 

which include Classes- a collection of variables along with some methods, Instances- 

object of the class, and Packages- a directory containing a collection of related classes. 

The implementation of a learning algorithm is organized by a class and each package 

is organized in a hierarchy, for instance, the J48 package is a sub-package of the 

classifiers package, and the classifier package itself is be a sub-package of the overall 

WEKA package. In WEKA, it provides two indexes for building the own application, 

which are “Interface Index” and “Class Index” in which the former lists all the 

interfaces and the latter one lists the all class contained within the package respectively. 

In addition, the WEKA library file is used for implementation of proposed system. 

Among the different packages supported by Weka, “Attribute Selection Package” is 

used for selecting features. “Classification Package” is used to build the classification 

model. 

“Attribute Selection Package” is one of the common used package for 

building the data mining application, which includes two portions: “Attribute 

Evaluator”- a Java class for assessment of feature subsets methods can be derived, for 

instance, CfsSubsetEval- selects the highly correlated subset features with the target 

class and less correlated feature subset with the other features, ClassifierSubsetEval 

which is for evaluating the feature subset on training tuples or another hold-out testing 

tuples using a specified classifier; and “search method” which attempts for searching 

the suitable candidate feature subset from the hypothesis of search space, for example, 

exhaustive search- search the appropriate feature by considering the possible 

combination of different features, heuristic search- search the best feature by refining 

their selections Iteratively, and so on. The common search methods for attribute 

selection in WEKA is “Best-First Search”, “Greedy Stepwise search” and rank search.  

In the upgraded version of WEKA, it supported the feature of meta-

heuristic approach for searching process which is intended for the attribute selection 

process and it added nine new methods to the WEKA machine workbench recently, to 

supplement the existing search methods in order to have efficient and effective feature 
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selection process in data mining models. This new package of “metaphor search” is 

introduced in 14 September 2016 at Sourceforge which is compatible with the version 

of Weka 3.7.4 and above, and it added the new meta-heuristic methods which are Wolf 

Search [67], Harmony Search [68], Flower Search [69], Firefly Search, Elephant 

Search, Cuckoo Search [70], Bee Search [71], Bat Search [72] and Ant Search [73] 

respectively. This package is very useful for different areas of application to build 

different optimal models according to the specific data sets like medical dataset, social 

media dataset, text dataset, and so on; and targets for optimization such as optimization 

for accuracy in classification model; optimization of computation time and work 

management in work flow problem like air ticket reservation, production flow in 

industry, etc. The development of meta-heuristic package in WEKA can enhance the 

data mining model performance dramatically. In meta-heuristic approach, “random 

search” mechanism is used in which it starts with the initialization of the random feature 

subset, scouting the one-fourth or 25% of its neighbors for generating a candidate 

subset, and then comparing the selected randomization of neighborhood candidate 

subset with an initialized feature subset. If the value of new subset of neighbor is greater 

than the old one, update the new candidate solution instead of old one, and this process 

is performed repeatedly until the reach of end criterion such as the maximum number 

of cycle or 25 % of the search space, and got the optimal candidate solution.  

3.2.3 Parameters Setting of Experiments for the Proposed System 

In this section, the various experimental parameters setting related with 

feature selection for document classification using meta-heuristic intelligence and 

traditional approaches are described. It includes the detailed parameters setting and 

descriptions about filter and wrapper approaches, and traditional and eleven meta-

heuristic based search approaches. 

3.2.3.1 Parameters Setting: Filter and Wrapper 

Table 3.1 describes the common parameters for filter and wrapper 

feature selection schemes. In the process of feature evaluation for filter, the correlation 

matrix score is implemented firstly, and merit function use the correlation matrix score 

in order to consider the feature that are highly correlated with predictive label, but 

uncorrelated with other labels. In other word, features from the searching process are 
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sent to the evaluation process of filter in which merit function is used as objective 

function and individual feature that has a high correlation with the class is predicted 

and added as selected feature subsets. Meanwhile, the processing unit for wrapper 

approach uses the accuracy value as an evaluation measurement of selected feature by 

searching process. If the wrapper approach is used with meta-heuristic based search, 

the merit objective function is used for our proposed system, but the evaluation of 

accuracy performance is depended on the classifier that evaluated the selected feature 

from searching process. 

Table 3.1 Filter and wrapper parameters setting 

Filter Setting 

Evaluation Correlation matrix scores 

Number of threads 1 

Wrapper Setting 

Evaluation Accuracy (A) 

 

3.2.3.2 Parameters Setting: Traditional Search Approach 

Table 3.2 summarizes the main parameters along with their conceptual 

values for three traditional searches. In BFS-based search process in filter and wrapper, 

it is started from empty set with forward direction and look forward the features by 

expanding the number of nodes until reaching to five consecutive non-improving nodes 

(CNI: 5). In GS-based feature selection process, backward search approach is used with 

full set of feature and search process is ended when the addition or deletion of any 

remaining attributes results in a decrease in evaluation process. Then, a ranked list of 

attributes is produced by traversing the space from one side to the other and recording 

the order that attributes are selected. In addition, GS for our proposed model used the 

parameter for selecting all attributes that matched with the default thresholds value. 

Meanwhile, RS-based feature selection process is started with empty set and used 

forward search in order to look forward feature through whole attribute search space 

and generated ranked features according to the score value of information gain. 
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Table 3.2 BFS and GS parameters setting 

Parameters BFS GS RS 

Direction 

Start  

Forward 

Empty Set 

Backward 

Full Set 

Forward 

Empty Set 

Termination Consecutive non-improving nodes 

(CNI: 5) 

CNI  Whole feature 

vector  

 

3.2.3.3 Parameter Setting: Meta-heuristic Intelligence Search Approach 

This section includes four main summarization parameter tables for 

meta-heuristic intelligence search according to their nature of search such as 

evolutionary intelligence in Table 3.3, swarm intelligence in Table 3.4, nature inspired 

intelligence in Table 3.5, and modern nature inspired intelligence in Table 3.6 

respectively.  

Table 3.3 shows the parameters setting for evolutionary search in which 

the default crossover probability (0.5), and mutation probability (0.1) are used as 

average rate for crossover and mutation process. In the process for feature crossover, 

two features are selected randomly (initialization operator) and combined one half from 

parent featureA (crossover probability = 0.5) and another half from parent featureB by 

using single point crossover. In the process of feature mutation, bit inversion is used in 

which the selected bit rate is inverted with the mutation rate of 0.1. In the process of 

optimal feature selection, (binary) tournament selection operator is used in which the 

feature with the best fitness value is selected by comparing the current generated feature 

with the previous best feature. In order to achieve the updated best feature in new 

population generation, elitism operator (generational) copies the best feature to new 

population to compare the old recorded best feature with the new generated feature 

value. 
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Table 3.3 Evolutionary intelligence parameters setting 

Parameters Values 

Crossover Operator Single point crossover 

Crossover Probability 0.5  

Generation 20,…., N 

Initialization Operator Random 

Mutation Operator Bit-flip 

Mutation Probability 0.1 

Population Size 20,….,N 

Replacement Operator Generational 

Selection Operator Tournament Selection  

 

In Table 3.4, the parameters for driving the searching process based on 

swarm intelligence are described. It includes two swarm intelligence-based search 

algorithms that we applied for our case study. In both ACO and ABC search process 

for global optimal feature subset selection, the merit function is used to guide the 

searching process for the case of filter feature selection approach. The parameter values 

for evaporation, heuristic and pheromone are defined according to the equations that 

described in Section 2.7.1. In the searching process of ACO, the number of population 

and iteration are defined randomly in the initialization process, for example, in the range 

of 20 to 200 population and iteration values are used for our case study. To explain 

clearly for the number of output for selected feature subset (380 features = 20 features 

or population * 19 iteration search) for 20 value in population and iteration in filter 

feature selection process, the random 20 features are selected from the feature vector 

and do the search process until defined maximum iteration (20). In addition, the update 

process of global optimal feature (shortest path in nature of ant search) is performed by 

measuring pheromone level. Meanwhile, the heuristic value guide ACO to search the 

most promising feature (solution). Objective function (merit) is used to provide 

heuristic value (0.7) for searching the promising feature value among several local best 

feature for individual class. In addition, evaporation of pheromone is used in order to 

overcome local optima because it can be used for forgetting for old high pheromone 

value in local search in order to lead flavoring the exploration search in new areas. In 

the evaporation value (0.9) is used for this case study and it is about half of pheromone 
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value for avoiding the convergence to a local optimal feature. In other word, the 

previous path selected by first ant will continue to be extensively to the following ants 

if without considering evaporation of pheromone. 

In the process of ABC search, three types of bee perform local and 

global searching together in which the initialization components and searching, 

selection, and updating rules are also involved to achieve the global optimal feature 

subset. The selected feature from search process is evaluated by filter or wrapper and 

they can also guide search process heuristically by feeding back results to search agent. 

Similar to ACO search, merit function is used to guide the heuristic search in filter and 

the specific learning algorithm is also applied to evaluate the selected feature subset 

from search process. In contrast, mutation probability, mutation type, radius mutation 

and radius damp are used in ABC in which radius damp is defined the chance of 

crossover in the initial time and bit flip mutation is intended for updating the individual 

feature value by comparing two features. In addition, the mutation probability (0.01) is 

used for each bit inversion rate and the discount factor of chance of crossover based on 

iteration is defined as radius mutation (0.8).   

Table 3.4 Swarm intelligence parameters setting 

Parameters ACO ABC 

Accelerate Type Normal Normal 

Chaotic Coefficient 4 4 

Chaotic Parameter Normal Normal 

Chaotic Population Type Normal Normal 

Chaotic Type Logistic mapping Logistic mapping 

Iteration 20,….,N 20,….,N 

Objective Type Merits Merits 

Population Size 20,….,N 20,….,N 

Seed 1 1 

Start Set Empty Empty 

Search Direction Forward Forward 

Others Evaporation (0.9) Mutation Probability (0.01) 

Heuristic (0.7) Mutation Type (Bit-flip) 

Pheromone (2) Radius Mutation (0.8) 

  RadiusDamp (0.98) 
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In Table 3.5, parameters setting for RO, WO, FPO-based nature-inspired 

intelligence search are summarized. All nature-inspired intelligence search has the 

common parameters for initialization process. However, the searching rule and 

selection parameters are different for individual nature-inspired algorithm. In RO-based 

feature selection, all common parameters are used to generate optimal global feature 

subset, but rule for searching is different from others (Section 2.7.5). However, WO-

based feature selection used other three variables such as absorption, beta min, and 

escape for supporting the measurement for individual search rules. The absorption 

parameter is intended to flavor for avoiding local search, and betaMin set the zero-

distance attractiveness of the rhinoceros population members. In addition, escape 

parameter defines the probability from avoiding enemy by escaping to a random 

position far from the threat and beyond its visual range. Meanwhile, FPO-based feature 

selection used pollination rate is used in order to measure the local and global feature. 

Table 3.5 Nature-inspired intelligence parameters setting 

Parameters RO WO FPO 

Accelerate Type Normal Normal Normal 

Chaotic Coefficient 4 4 4 

Chaotic Type Logistic mapping Logistic mapping Logistic mapping 

Iteration 20,….,N 20,….,N 20,….,N 

Mutation Probability 0.01 0.01 0.01 

Mutation Type bit-flip bit-flip bit-flip 

Objective Type Merits Merits Merits 

Population Size 20,….,N 20,….,N 20,….,N 

Others  Absorption (0.001) Pollination (0.33) 

  Beta Minimum (0.33)  

  Escape (0.8)  

 

Table 3.6 describes the critical parameters setting for four modern 

nature-inspired approaches which are based on the animal intelligence search such as 

Firefly, Elephant, Cuckoo, and Bat. Although most of the parameters of are quite 

similar to the approaches of nature-inspired algorithms that described above, their 

searching rule is different which are already described in Section 2.7. In BO-based 
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feature selection, frequency and loudness values of 0.5 are used to search for prey 

(feature subset). In the feature selection process based on CO search intelligence, the 

default constant rate (pa = 0.25) and (sigma = 0.69657) is used to define the third rule of 

CO search (Section 2.7.10). In EO-based search, the common parameters for nature-

inspired search algorithms except the rules for searching and selection is different 

(Section 2.7.8). In addition, the coefficient of absorption and betaMin values of 0.001 

and 0.33 are used as parameters for FFO-based search with their corresponding firefly 

nature-based search policy (Section 2.7.9). 

Table 3.6 Prominent parameters setting for modern nature-inspired intelligence 

 

 

 

 

 

 

 

 

 

 

 

 

 

Search Approach Parameter  Value 

BO Frequency 0.5 

 Loudness 0.5 

CO Constant rate (pa) 0.25 

 Constant rate (sigma) 0.69657 

EO Coefficient of chaotic 4.0 

FFO Coefficient of absorption 0.001 

 Coefficient (betaMin) 0.33 
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CHAPTER 4 

RESULTS AND DISCUSSION 

This chapter discusses the results of automatic document classification 

using optimization of feature selection process based on meta-heuristic intelligence 

(ADC-OFSMI). First, the results of document classification by using various types of 

meta-heuristic intelligence are explained in Sections 4.1, 4.2, 4.3, 4.4, and 4.5 

respectively. In all experiments, various types of evaluation schemes for document 

classification models such as performance evaluation in terms of accuracy and error 

rate, and computation complexity in terms of time taken for built classification model 

and others includes number of leaves (NL), size of tree (ST), are used. In the final 

section, the summary of discussions for our proposed model testing results are 

described. 

4.1 ADC-OFSMI System Testing using Swarm Intelligence: ACO and ABC  

In this experiment, swarm-based searching policy which includes Ant 

Colony Optimization (ACO) and Artificial Bee Colony (ABC) are discovered to 

overcome the local optimization problem of high dimensional feature selection for BBC 

news document classification. Then, the results are compared using various evaluation 

measurements for performance and computation cost. The detail results are discussed 

in the following sub-sections.  

4.1.1 Experimental Results and Discussion: ADC-OFSABC and ADC-OFSACO 

The time series results of the performance and computation cost for 

ACO and ABC according to the rate of change of factors for population number (NP) 

and iteration number (NI) are shown in Figure 4.1 and Figure 4.2 respectively. In the 

experiment for ACO-based feature searching approach, the accuracy (fitness function) 

for classification has been improved by the reduction in the number of selected features 

(NF), as NP and NI have increased. However, the computation and hardware costs have 

become high, while NP and NI have increased. When NP and NI increased from 20 to 

30, the CCI increased from 92% to 93%, while NF were reduced from 870 to 745. 

Meanwhile, TLM has significantly increased from 1.65 to 4.7 seconds when increasing 

NP and NI. Similarly, the accuracy for ABC increased from about 77 to 78%, while the 
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number of features was reduced from 279 to 236 whenever we increased NP and NI for 

running ABC algorithm. However, the computation cost (NF and TLM) was reduced 

though the performance (accuracy) of ABC-based feature selection approach is lower 

than ACO one at the same NP and NI parameters setting. To overcome the limitation 

of proposed model using ACO and ABC, it should be extended to automatic multi-

objective optimization model as the future work by considering the adaptation of 

parameters setting and fitness function in order to have a more benefit results of optimal 

accuracy with the better computation cost. In addition, we can except better 

performance result for ABC by increasing NP and NI because of the experimental 

results for performance is increased from about 77 to 78% according to the increment 

of NP and NI in Figure 4.2. 

 

Figure 4.1: ACO-based feature selection for document classification 

 

 

Figure 4.2: ABC-based feature selection for document classification 
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Figure 4.3 shows the comparison for traditional search and swarm-based 

search in terms of four-dimensional measurements: TLM, CCI, ICCI, and NF. 

According to the results, Greedy Stepwise search takes the shortest time for feature 

selection, because it only selects the highest score value of features depending on the 

defined threshold level, with no consideration to the whole of the hypothesis of feature. 

However, the CCI (accuracy) percentage has not shown a substantial difference 

between BFS and ACO, but if we increase NI and NP, better accuracy can be provided 

by BFS according to the characteristics of swarm-based algorithm. Although the 

accuracy of ABC is not better than BFS for the NP of 20, 30 and NI of 20, 30, the 

accuracy can be increased according to the probability of time series results when we 

increase NP and NI. However, expensive hardware will be needed for computation. The 

ranker search provided worse accuracy because it only considered selection on every 

feature ordered in a descending score. Although the accuracy for Greedy Stepwise 

search is good with a reasonable number of selected features and computation time, it 

cannot provide the adaptative property when unknown testing data is applied to system. 

However, ACO can provide the better accuracy with the property of adaptative 

searching according to the NP and NI and other parameters tuning than Greedy 

Stepwise.  

 

Figure 4.3: Traditional search and swarm-based search: results comparison for 

performance and computation time with NF 
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4.2 ADC-OFSMI System Testing using Evolutionary Intelligence: EA and GA 

In this experiment, the exploration of MI for knowledge discovery 

process is carried out using two popular algorithms like EA and GA with two feature 

selection approach, filter (CFS) and wrapper (CSE), and two classifiers like NB and 

SMO for the area of text document classification by using four cases: EA + CFS + 

SMO/NB, EA + CSE + SMO/NB, GA + CFS + SMO/NB, and GA + CSE + SMO/NB. 

In the case of EA + CFS and EA + CSE, 852 and 127 total number of features are 

selected respectively. In the case of GA + CFS and GA + CSE, 572 and 70 total number 

of features are selected correspondingly. According to the selected number of features, 

MI can reduce size of features dramatically. In addition, their corresponding results 

comparison using different evaluation schemes are described in the following sections. 

4.2.1 Experimental Results for Computation Complexity (Time) 

According to the results in Figure 4.4 and Figure 4.5, building the model 

using NB was faster than using SMO for both EA and GA with CFS filter approach. 

Meanwhile, the better time consumption is accessed by NB learning model for both EA 

and GA with CSE wrapper approach. On the other hand, SMO-based classification 

model for both EA and GA with CFS or CSE needed more consumption time. 

According to the results, NB learning model is more suitable for this area of 

experiments that are carried out in this case study. 

 

Figure 4.4: Computation complexity comparison using EA 
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Figure 4.5: Computation complexity comparison using GA 

4.2.2 Experimental Results for Error (MAE, RMSE) 

In the case of MAE measurement shown in Figure 4.6 and Figure 4.7, 

EA with CFS shows less error rate for testing case on a 10 folds-cross validation than 

EA with CSE. This is because the features are selected considering generalization of 

feature score which are correlated to the individual labels of class, but unrelated with 

each class in term of the property of filter with evolutionary computation intelligence. 

Similarly, the results for RMSE using filter with EA is better than wrapper feature 

selection scheme because the features are selected according to the specific type of 

classifier and the error rate is increased for the 10- folds cross validation on testing 

datasets. However, the case for GA and CFS with SMO cannot provide better error rate 

when compared to CSE with SMO. On the other hand, the error rate can be reduced 

using GA and CFS with NB than CSE with NB. Similar results were observed in the 

case of RMSE using GA and CFS with SMO/NB, and GA and CSE with SMO/NB.  
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Figure 4.6: Error comparison using EA 

 

Figure 4.7: Error comparison using GA 

4.2.3 Experimental Results for Performance (Accuracy) 

In the measurement of evaluation scheme, the feature searching process 

is carried out by the intelligence of Evolutionary and Genetic computation with filter 

and wrapper approaches. According to the experimental results in Figure 4.8 and Figure 

4.9, accuracy performance using both Evolutionary and Genetic computation with CFS 

filter was better than CSE wrapper for 10 folds-cross validation on testing model by 

selecting the optimal feature subset which are distributed over the labels of class for 

classification learning model without bias for searching feature from high 
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dimensionality hypothesis. In addition, NB classifier is more suitable for text 

classification than SMO. On the other hand, the EA showed more efficient accuracy 

than GA for both CFS and CSE feature selection approaches. 

 

Figure 4.8: Performance comparison using EA 

 

Figure 4.9: Performance comparison using GA 

4.3 ADC-OFSMI System Testing using Traditional vs Nature-inspired Intelligence 

In this experiment, nature-inspired based optimization of multi-

dimensional feature selection approach is proposed for document classification and 

compared the results of performance to conventional search-based feature selection 



78 

 

approach. To be specific description, wolf intelligence is used to solve the research 

problem is called wolf intelligence-based optimization of multi-dimensional feature 

selection (WI-OMFS). Wolf algorithm that imitate the way wolves search for food and 

survive by avoiding their enemies. The performance (accuracy) is used as fitness 

function. Moreover, various measurements of performance and computation 

complexity are also used to evaluate the proposed system. The contribution of this 

experiment is two-folds: 1. the efficacy of the wolf algorithm is verified by testing 

quantitatively and compared to other conventional algorithms using various evaluation 

indicators and analysis; 2. wolf algorithm is investigated with respect to the rate of 

increment for the size of populations and iterations in order to looking forward superior 

results. In addition, two feature selection schemes like filter and wrapper, and three 

classification algorithms like Naïve Baye (NB), support vector machine, and J48, are 

applied. According to the experimental results, WI-OMFS can provide robustness for 

performance according to the objective function. In addition, the better performance 

can be achieved using wolf search with filter approach than conventional search. The 

detail results comparison using different evaluation schemes are described in the 

following sections.  

4.3.1 WI-OMFS Filter Experimental Results 

In the case of WI-OMFS filter, the computation cost (TCM) results 

using three different types of classifiers are shown in Figure. 4.10. According to the NI 

and NP, TCM values are changed as time series. Among of three classifiers, SVM has 

taken most computation time than others (J48 and NB). The peak TCM value for SVM 

is happened at lowest NI and NP (20) and its computation cost is 17.05 second. 

However, the values of TCM- SVM are fluctuated from the values of NI and NP 20 to 

150, for instance, the second highest is at 80 and the third one is at 50. In contrast, the 

bottom values of TCM can be achieved in the case of NB classifier and its value is 0.05 

at (NI and NP = 30, and NI and NP = 150). Even the highest TCM value of NB (0.8) is 

better than the lowest TCM- SVM (3.41). Meanwhile, the cost of TCM-J48 can be 

regarded as medium line between highest cost line of TCM- SVM and lowest one of 

TCM-NB. The lowest value (0.14) and highest one (1.74) of TCM-J48 are occurred at 

(NI and NP = 100, and NI and NP = 150) as continuous sequence. 
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According to the measurement of performance for three classifiers using 

WI-OMFS in Figure. 4.11, Figure. 4.12, and Figure. 4.13, the best accuracy (A) values 

can be achieved for J48 in the range of 91.63% (highest) to 53.74% (lowest) with 

respect to the parameter tuning of NI and NP. However, the overall accuracy value for 

the testing of NB with respect to the increment of NI and NP, are the poorest among 

others. Its peak and bottom values of A are 81.28% and 53.20% respectively. In 

contrast, the accuracy results for SVM is followed the nearest accuracy values of best 

J48 classifier results that means the range of SVM results in the range of 80% to over 

90% like J48. Some case like the lowest accuracy of SVM (57.47%) is better than the 

lowest one of J48 (53.74%), at the same NI and NP (20). Similar trend of results for the 

other measurements of performance (P, R, and F1) is occurred for three classifiers.  

 

Figure 4.10: Computation complexity: WI-OMFS filter 

 

Figure 4.11: Performance results: WI-OMFS filter + J48 
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Figure 4.12: Performance results: WI-OMFS filter + NB 

 

 

Figure 4.13: Performance results: WI-OMFS filter + SVM 

4.3.2 Complexity and Performance: Traditional Search and WI-OMFS 

In the case of complexity comparison between conventional search and 

WI-OMFS, the least number of selected feature (NF = 55) can be achieved by using 

WI-OMFS-Filter approach at the least number of iteration time (NI and NP = 20) 

because of the capacity of reducing feature using Wolf intelligence optimization. 

However, GS can provide the better TCM cost in the case of J48 and NB testing (0.13, 

0.03 second). But WI-OMFS-wrapper with SVM for TCM cost can provide the faster 

time for computation (5.48 seconds). Though the second shortest TCM value in the 
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case of NB testing (0.09 second) is occurred the same in both cases of conventional 

search and WI-OMFS-filter, NF value for WI-OMFS (55) is less than BFS (102). The 

detail statistical results for conventional search and WI-OMFS is described in Table 

4.1. Though highest NF values (NF = 198) at (NI and NP = 20) is occurred in according 

to the presented result in Table 4.1 when compared to the results of NF for CS (BFS-

NF = 102 and GS-NF = 60) in Table 4.2, the least NF value can be obtained in WI-

OMFS-Wrapper approach (NF = 34) at (NI/NP = 80) according to the results in Table 

4.3. 

In the point of view for performance, the average values of A, P, R, F1 

using both conventional search and WI-OMFS filter is almost the same for three 

different classifiers generally according to all statistical results in Table 4.4, Table 4.5, 

and Table 4.6, for instance, (accuracy, A, of 92.08% in BFS- J48 and 91.63% in WI-

OMFS-filter-J48; 92.08% in BFS- NB and 81.28% in WI-OMFS-filter-NB ;95.18% in 

BFS- SVM and 90.28% in WI-OMFS-filter- SVM). Though their values are 

approximately same, the better reduced number of selected feature (NF = 86) in Table 

4.3, can be achieved in the case of WI-OMFS-filter- NB and SVM at (NI and NP = 

100) in Table 4.3 when compared to the testing of BFS (NF = 102) in Table 4.2. 

However, all results of performance in the case of WI-OMFS-wrapper is lower than the 

other three cases. Meanwhile, the results for GS with J48 and NB are almost the same, 

but the better result can be achieved using SVM.  

Table 4.1 Computation complexity: Conventional search and WI-OMFS  

Experiments NF TCM-J48 TCM-NB TCM-SVM 

BFS 102 0.34 0.09 10.89 

GS 60 0.13 0.03 6.48 

WI-OMFS-Filter 55 0.35 0.09 17.05 

WI-OMFS-Wrapper 198 0.59 0.26 5.48 

 

Table 4.2 Feature selection results for conventional search 

Total no. of extracted features 2,591 

NSF-BFS 102 

NSF-GS 60 
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Table 4.3 Feature selection results for WI-OMFS 

NI and NP 20 30 40 50 60 70 80 90 100 150 

NF-Filter 55 61 1065 1064 965 1078 706 817 86 961 

NF-Wrapper 198 47 47 43 48 48 34 43 48 46 

 

Table 4.4 J48 performance results: Conventional search and WI-OMFS 

Experiments A-J48 P-J48 R-J48 F1-J48 

BFS 92.08% 92.10% 92.10% 92.10% 

GS 83.89% 83.90% 83.90% 83.90% 

WI-OMFS-Filter 91.63% 91.60% 91.60% 91.60% 

WI-OMFS-Wrapper 66.56% 66.60% 66.60% 66.60% 

 

Table 4.5 NB performance results: Conventional search and WI-OMFS 

Experiments A-NB P-NB R-NB F1-NB 

BFS 92.08% 92.10% 92.10% 92.10% 

GS 83.98% 84.10% 84.00% 83.90% 

WI-OMFS-Filter 81.28% 82.10% 81.30% 81.30% 

WI-OMFS-Wrapper 64.76% 67.30% 64.80% 65.00% 

 

Table 4.6 SVM performance results: Conventional search and WI- OMFS  

Experiments A-SVM P-SVM R-SVM F1-SVM 

BFS 95.18% 95.20% 95.20% 95.20% 

GS 90.73% 90.70% 90.70% 90.70% 

WI-OMFS-Filter 90.28% 90.30% 90.30% 90.30% 

WI-OMFS-Wrapper 79.03% 78.90% 79.00% 79.00% 

 

4.3.3 WI-OMFS Wrapper Experimental Results 

In the case of WI-OMFS wrapper, state of the cost of computation time 

is occurred the same in the case of WI-OMFS filter except the cost of TCM for wrapper 

is better than filters. Because wrapper only consider the features specifically to the 

characteristic of individual classifier. The detail statistical values for WI-OMFS based 

wrapper approach with three different classifiers are shown in Figure. 4.14. In contrast, 

the accuracy values for wrapper approach is not better than filter. Even the highest 

accuracy value of wrapper is occurred in SVM testing (79.03%) that cannot be reached 
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to the initial highest range of filter approach (80% to 90%). According to the overall 

result of performance, SVM is the best for wrapper approach while NB is grounded at 

bottom. And, the overall results of J48 is situated at middle stage. In addition, the values 

of P, R and F1 is fluctuated with respect to the change of NI and NP, but not sharply. 

The way for trending the result graph is the same as the case in WI-OMFS-Filter. All 

results of performance for WI-OMFS- Wrapper are shown in Figure. 4.15, Figure. 4.16, 

and Figure. 4.17. 

 

Figure. 4.14. Computation complexity: WI-OMFS wrapper 

 

Figure. 4.15. Performance results: WI-OMFS wrapper + J48 
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Figure. 4.16. Performance results: WI-OMFS wrapper + NB 

 

Figure. 4.17. Performance results: WI-OMFS wrapper + SVM 

4.4 ADC-OFSMI System Testing using Traditional vs Advanced Search 

In this experiment, six metaheuristic-based search policies based on 

evolutionary (EA), swarm intelligence (ACO and ABC), nature-inspired intelligence 

(WO, RO, and FO), are observed for achieving the global optimal feature subset 

according to the purpose of single objective function of accuracy in news classification 

problem. And, the results of advanced search based on meta-heuristic schemes at the 

values of 20 for iteration number and population size are compared with traditional one 

according to the following procedure: performance comparison, computation time 

comparison, and complexity comparison. In addition, the relationship between fitness 
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function value according to iteration number is also described to point out the important 

role of control parameter tuning in meta-heuristic algorithms. According to the 

experimental results, the proposed schemes for optimization of feature selection that 

can provide flexibility in integrating classifier in accordance with its objective function 

such as optimal classification performance by adjusting the rate of modification 

parameters for the testing data.  

4.4.1 Performance Comparisons: Classification Accuracy and Error Rate  

According to the results of performance comparisons (CCI) in Figure 

4.18 (a), the accuracy percentage of traditional search approach such as BFS and GS 

are lower than 10% for testing dataset on 10-folds cross validation because it selects 

only the local optimal subset features according to the ascending order of highest score 

values for whole of the feature space. It can lead the selection of irrelevant features 

when evaluating randomly on testing datasets with the ratio of 30 to 70 percent folding 

(10-folds cross validation). To overcome this hardness, the powerful advanced search 

capability based on meta-heuristic search is applied for finding the global optimal 

feature. It can take advantage of flexibility with integration of classifier as its objective 

function and installation of any meta-heuristic algorithm for facilitating heuristic 

search. According to the results, the first to third optimal classification accuracy is 

provided by WO, ACO, and ABC respectively. Meanwhile, the result of RRSE for WO 

is still better than the traditional search approach according to the results performance 

comparisons (RRSE) in Figure 4.18 (b). 

 

(a) 
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(b) 

Figure 4.18: Performance comparisons (%) (a). CCI (b). RRSE 

4.4.2 Computation Time Comparison 

According to the results of computation time comparison (second) in 

Figure 4.19, GS search takes the shortest time for feature selection because it only 

selects the highest score value of features depending on the defined threshold level, 

with the lack of consideration for the whole hypothesis of feature. However, the second 

shortest computation time is provided by ABC by applying the distributed searching 

for optimal subset features over the defined labels of class. Like the concept of GS, BFS 

takes the fast computation time than the other meta-heuristic search approaches. 

Nevertheless, some of the meta-heuristic search can provide the reasonable 

computation time with optimal performance of classification.  

 

Figure 4.19: Computation time comparison (second) 
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4.4.3 Complexity Comparisons: Numbers of Selected Features, Leaves and Tree 

Size 

Although the interested BBC dataset is not a big data, they include many 

features. The traditional exhaustive scheme is become inefficient for this kind of multi-

dimensional feature for searching the relevance features because they are trying all 

possible combinations of features take seemingly every time and difficult to 

synchronize the classifier output performance. According to the results of comparison 

for number of selected features (SF) in Figure 4.20 (a), GS with CFS selected the least 

number of features (SF) in traditional search and ABC with CFS provided the smallest 

number of selected features in advanced search. Though SF for both traditional searches 

is less than the ones for advanced search, selecting the global optimal feature subset can 

provide more chance to achieve good performance. According to the results of 

comparison for number of leaves (NL) in Figure. 4.20 (b) and size of tree (ST) in Figure. 

4.20 (c), NL and ST for classification model of both traditional search such as GS and 

BFS, and advanced one such as WO are almost the same. 

 

(a) 
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(b) 

 

(c) 

Figure 4.20: Comparison for (a). number of selected features (SF) (b). number of 

leaves (NL) (c). size of tree (ST) 

4.4.4 Relationship Curve: Fitness Function and Iteration Time 

According to the experimental results in Table 4.1, the accuracy value 

(fitness function) is always fluctuated when iteration time is changed. Because this is 

the definition of metaheuristic search with randomized and the nature of exploration 

and exploitation. Therefore, iteration number is common important factor to achieve 

the level of proposed fitness function in all meta-heuristic algorithms. In addition, other 

specific factors for each specific meta-heuristic algorithm should be considered as 
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important and therefore the automatic model for the adaptation of control parameters 

should be considered in future. 

Table 4.7 Results analysis: Relationship between fitness function and iteration time 

 
Experiments: fitness function  NI: 20 NI: 30 NI: 40 NI: 50 NI: 100 

ACO 87.26% 85.78% 88.88% 91.31% 91.99% 

ABC 39.38% 75.92% 66.11% 71.60% 68.45% 

EA 25.29% 83.17% 83.17% 83.14% 83.17% 

FO 15.03% 87.58% 82.94% 86.68% 89.51% 

RO 16.47% 61.03% 88.61% 87.26% 88.97% 

WO 90.99% 60.53% 90.73% 91.94% 83.71% 

 

4.5 ADC-OFSMI System Testing using Traditional vs Modern Nature-inspired 

Intelligence Search 

In this experiment, the performance of modern nature-inspired 

intelligence search for optimization of multi-dimensional feature selection in document 

classification is observed. Four modern nature-inspired algorithms such as Firefly 

optimization, Elephant optimization, Cuckoo optimization, and Bat optimization are 

used with filter feature selection approach for searching the global optimal subset 

features. Moreover, the evaluation process for the performance of proposed models is 

performed by three different classifiers and the measurement of accuracy for 

performance and the measurements of number of selected feature and time taken for 

computation complexity are used to evaluate the capability of proposed searching 

algorithms. All detailed testing results are discussed in the following subsections  

4.5.1 ADC-OFSMI System using Bat Optimization 

Figure 4.21 shows the three different learning models computation cost 

for BO with the change of parameter tuning in NI and NP. When NI and NP are 

increased, the value of NF is also changed and therefore it can have a direct impact on 

the learning model output in terms of performance and computation complexity cost. 

In this proposed model, accuracy is used as a single objective function. Among of the 

three classifiers’ outputs, the highest computation cost (6.49 second) is recorded in 

SMO classifier and its lowest value is even greater that other two classifiers’ peak 

computation cost like (TCM-NB: 0.5 at NI and NP=200) and (TCM-J48: 1.5 at NI and 
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NP=60). TCM results for all three classifiers are fluctuated according to the series of 

iteration and population rate because the nature of BO is to look forward the optimal 

feature subsets according to the process of optimization for individual search 

parameters. 

In Figure 4.22, the performance results for NB is the lowest in average 

while the highest accuracy results (89.42%) is provided by J48 at the rate of iteration 

and population (NI and NP=90). According to the results, BO is always searching the 

global optimal features in a given space of search area and it will continue their 

searching until the maximum number of search cycles and it stops after achieving the 

feature that is match with their defined objective function. 

 

Figure 4.21: Computation cost for BO 
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Figure 4.22: Performance accuracy for BO 

4.5.2 ADC-OFSMI System using Cuckoo Optimization 

According to the experimental results of CO in Figure 4.23, computation 

cost for SMO building model is placed in the highest position like (9.94 second) at NI 

and NP=30. However, NB is the least computation approach and its lowest cost (0.24 

second) is happened at NI and NP= 40. Meanwhile, J48 learning model is existed as 

medium value between the lines of highest and lowest cost. In Figure 4.24, the best 

accuracy results are achieved in the testing of J48 at NI and NP= 80 (92.03%). In 

contrast, NB is generated the poor accuracy results when compared to the lowest 

accuracy results in SMO (82.24% at NI and NP=50) and in J48 (84.16% at NI and 

NP=20). In addition, SMO is provided the second good classification performance in 

the range of NI and NP. 
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Figure 4.23: Computation cost for CO 

 

Figure 4.24: Performance accuracy for CO 

4.5.3 ADC-OFSMI System using Elephant Optimization 

In the experiment of EO in Figure 4.25, the best computation cost is 

provided in NB classifier and its lowest cost is occurred at NI and NP=20 (0.14 second). 

In addition, its highest cost is still better than the lowest on in J48 (0.63 second at NI 

and NP=50). In contrast, the lowest cost of SMO classifier (6.41 second at NI and 
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NP=90) is still have higher than the other two classifiers’ highest one, (1.64 second at 

NI and NP=100) and (0.51 second at NI and NP=200) in J48 and NB respectively. In 

the performance result in Figure 4.26, the peak accuracy is occurred in J48 learning 

model with the value of 90.23% (NI and NP=200). And, the second-best performance 

accuracy is obtained in the process of SMO in average. The maximum accuracy of SMO 

is achieved at NI and NP=30 (88.03%). However, the accuracy value of NB is still 

under 80%. 

 

Figure 4.25: Computation cost for EO 

 

Figure 4.26: Performance accuracy for EO 
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4.5.4 ADC-OFSMI System using Firefly Optimization 

According to the results demonstration in Figure 4.27, the cost of SMO 

is the highest such as (10.42second) at NI and NP=20. All TCM results for three 

classifiers are fluctuated according to the selected feature in each different value of NI 

and NP. NB classifier has the best computation cost in term of average and J48 can be 

provided the second-best computation cost. Figure 4.28 shows the results of accuracy 

for FO and the above 90% accuracy result is achieved by J48 learning model. 

Meanwhile, SMO results are above 80%, but under 90%. And, the performance results 

of NB classifier are at bottom line when compared to SMO and J48. 

 

Figure 4.27: Computation cost for FO 
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Figure 4.28: Performance accuracy for FO 

 

4.5.5 ADC-OFSMI System Result Comparison: Traditional Search and Modern 

Nature-Inspired Intelligence Search  

Although NSF results for BFS is 102 in Table 4.8, which is lesser than 

NSF results of four modern meta-heuristic search in Figure 4.29, it is fixed scheme for 

searching and not suitable if the feature searching space is complex. In contrast, feature 

selection process can be optimized according to the parameter tuning in the searching 

process of four meta-heuristic intelligence that is shown in Figure 4.29, and they can 

look forward features by considering local optimal for individual label of class and 

global optimal from all local optimal results. Though BFS is provided the accuracy of 

above 90% in all three classifiers, the accuracy values for NB and SMO in RS are not 

good and it also has high number of selected feature (2,591).  

According to the results in Sections 4.5.1 - 4.5.4, the optimization of 

high-dimensional feature selection can be achieved by the parameter tuning of modern 

nature inspired search, and it can lead to the better performance document classification 

results. In addition, the proposed four modern meta-heuristic algorithms have dynamic 

and randomized nature of search for global optimal features, and it is suitable for high-

dimensional feature spaces. However, the limitation for the proposed search 

intelligence is to have high computation cost if the search cycle and search agent are 
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increased. Therefore, the proposed model should be extended to multi-objective model 

in order to find out the global optimal feature with reasonable computation cost. 

Table 4.8 Computation complexity result for traditional search 

Experiments BFS RS 

NSF 102 2591 

TCM-J48 (second) 0.25  2.59 

TCM-NB (second) 0.07 1.15 

TCM-SMO (second) 6.08 18.12 

Table 4.9 Performance result for traditional search 

Experiments A-NB A-SMO A-J48 

BFS 92.08% 95.18% 92.08% 

RS 69.35% 60.44% 92.44% 

 

 

Figure 4.29: Complexity results for four modern nature-inspired search 

4.6 Summary of Discussion 

Text feature is high dimensionality because the individual word is 

regarded as the feature. In addition, the word in each group is also included in another 

label of group, for example, the news article, and therefore the feature selection method 
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is needed to select the obvious feature or most relevant feature for individual label. 

Moreover, the role of un-biasing feature searching approach for the specific label of 

class with highest score is become a critical challenge for high dimensionality feature 

subset selection in document classification. To fulfill this research gap, feature selection 

based on meta-heuristic search is investigated in this thesis. According to the 

experimental results, the proposed system can overcome the NP-hard problem for 

feature selection process and then provide optimal document classification performance 

according to the objective function (accuracy).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



98 

 

CHAPTER 5 

CONCLUSIONS 

This chapter includes three sections concerned with overall conclusions 

of this thesis.  

5.1 Major Findings  

In this section, the critical findings from five experiments of thesis titled 

“Feature Selection for Document Classification: Case Study of Meta-heuristic 

Intelligence and Traditional Approaches” are discussed. 

In the first case study experiment for proposed thesis model, the 

experimental results show that the selected feature using swarm intelligence search can 

provide more robust for classification results than three traditional searches. However, 

the critical factor for achieving optimal features depends on the increase number of 

iteration and population size adaptively. According to the observation from 

experiments, the following conclusions can be made as future research direction. 

Firstly, the swarm-based search approach should be implemented on the platform of 

distributed system in order to have optimal performance with healthy computation cost 

(automatic multi-objective optimization model) for big data computation. Secondly, the 

investigation of performance for swarm-based feature selection process should take 

benefit of using more complex classifiers such as artificial neural network [74], and 

evolutionary neural network and spiking neural network [75], for other kinds of 

datasets. Finally, the hybrid feature selection approach should be implemented by 

combining the appropriate meta-heuristic algorithms, depending on the characteristics 

of the individual problems.  

In the second case study results using MI in KDP, better performance 

can be achieved using the MI with filter approach for classification model by reducing 

the number of selected features exponentially. The idea for selecting optimal feature 

using MI which are based on the mathematical model of probabilistic with randomness 

searching. Though the datasets used in this paper is not a big data, the number of 

extracted features is multi-dimensional feature. Therefore, KDP for big data using MI 

will emerge as big challenge for the Information age. Hence, distribution system with 



99 

 

MI should be considered as future work for multi-objective function such as 

optimization of effective performance with efficient computation. In addition, better 

model tuning using different kinds of other computation intelligence scheme such as 

firefly, bat, etc., should be explored depend on the characteristic of data and objective 

function. 

According to the third case study results, the better performance results 

can be achieved using wolf intelligence-based search with filter approach than wrapper 

as general. In addition, J48 classifier is the best choice for working with WI-OMFS 

than other two classifiers (NB and SVM). In addition, the selected number of features 

using WI-OMFS-Filter can be reduced twice than BFS search and all classifiers results 

are improved when the search iteration and population are increased. However, WI-

OMFS-Wrapper is still having lower performance than traditional search. Therefore, 

wrapper approach is not appropriate for working with WI-based search policy and it 

should be put as future work for improvement of proposed system. 

According to the fourth case study results, the correctly classified 

instance results (CCI) for all six-metaheuristic based search is outperformed than two 

traditional searches. However, the computation cost for six MI-based searches is still 

higher than traditional search. Moreover, the value for error percentage (RRSE) is still 

better in wolf intelligence-based search than traditional approaches. On the other hand, 

the number of selected features (SF), number of leaves (NL), and size of tree (ST) which 

are based on MI search is more than the traditional search when only small iteration 

and population number is used for feature searching process. Therefore, the distributed 

platform should be used when the number of iteration and population is increased in 

order to achieve the better performance with good computation time.  

In the fifth case study results, the performance results for four modern 

nature inspired based filter feature selection approach using three classifier evaluations 

can only provide the possibility trend for incrementing performance according to the 

rate of NI and NP. However, the performance results for all three-classifier evaluation 

in ranker approach based on traditional search cannot be improved when compared to 

all four modern nature inspired based performance results. On the other hand, the 

complexity for selected number of feature (NSF) in all four nature inspired search 
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approaches is increased when trying to achieve the better performance results by 

increasing rate of iteration and population. In addition, the computation time for nature 

inspired search is also more costly than traditional search. Therefore, the future work 

should be considered to achieve the better performance of document classification by 

reducing the computation time for multi-dimensional feature selection process. 

5.2 Recommendations and Limitations 

The observations of text feature selection using meta-heuristic 

intelligence can be applied for various application areas that related with document 

classification. To be specific problem areas, this study can be contributed for 

developing the intelligence model of document classification which are based on the 

analysis of news documents.  

However, the proposed model was implemented using WEKA library 

file and run on Java platform. Therefore, the extension of proposed model 

implementation has limitation for building hybrid meta-heuristic search.  

5.3 Future Work  

The heterogenous data from different resources is growth exponentially 

in nowadays and therefore the role of knowledge discovery from data for different areas 

of application is still become a high demand for the era of data. As the behavior of data 

change like volume, complexity, dimensionality, and so on, the adaptation of the 

scheme for data mining processing is always needed for our daily life in modern society. 

Therefore, the following issues could be considered for future research: 

1. The proposed model should be extended from single objective to multi objective 

optimization problem by collaboration with other filed like Hadoop distribution in 

future in order to control the huge number of iteration and population size for 

metaheuristic search by decentralizing the searching process to looking for the 

better features with more efficient time consumption and complexity of calculation 

in order to support higher accuracy for learning model with robustness of error rate 

for real time big data classification model. 
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2. The proposed model should be upgraded by combining the knowledge of NLP to 

become more intelligent learning model like way of thinking of human being by 

using the approach of language understanding. 

3. In order to achieve more intelligence a new hybrid meta-heuristic algorithm should 

be observed on Python platform. Moreover, the other learning algorithms, for 

instance neural network, should be applied for building the classification model as 

a future work. 
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