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ABSTRACT

This dissertation applied statistical methods for predicting hospital cost
on Diagnosis Related Groups (DRGs) for chronic disease in Southern Thailand. This

study consists of two parts.

The first part of this dissertation aimed to analyze the determinants of
costs for chronic disease patient visits in a major public hospital based on hospital claim
data from Suratthani hospital in 2016. There was a total of 18,342 records of hospital
visit costs. The determinant for predicting hospital cost included age and gender,
principal and up to 12 diagnoses, up to 12 number of procedures, length of stays and
discharge status. Linear regression was used to analyze associations between
determinants and outcome. This study shows that the hospital cost determinants for
chronic disease patients were the number of procedures (r>=0.54) and length of hospital
stay (r? = 0.43) with r? of 0.73. In conclusion, the main factors effected hospital costs

for chronic disease are the number of procedures and length of hospital stay.

The objective of the second part of this dissertation was to compare
linear regression, penalized linear: including lasso ridge and elastic net and machine

learning models: including support vector regression (SVR), neural network (NN)
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random forest (RF), and Extreme Gradient Boosting (XGBoost) prediction
performance of hospital visit cost from chronic disease in Thailand. The original data
was divided into a training and testing set with 70:30 ratios and a double-sized dataset

produced by the bootstrap technique. All models' predictive performance was measured

with root mean square error (RMSE) and the Coefficient of determination (r?).

The results revealed that the RF model had the best predictive
performance of hospital visit cost for all dataset sizes in training and testing datasets
with the lowest prediction errors. In contrast, linear regression had the most inadequate
prediction performance and the highest prediction errors. RF, XGBoost, NN, and SVR
models had better prediction performance for larger samples except for the linear

regression model and penalized linear.

In conclusion, linear regression and penalized linear models had similar
prediction performance for all sample sizes, whereas machine learning had better

performance when the sample size increased.
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CHAPTER 1

INTRODUCTION

1.1 Overview of the thesis

This PhD dissertation focuses on using statistical methods to create an appropriate
model for predicting hospital cost on Diagnosis Related Groups (DRGSs) in chronic
disease in Southern Thailand and comparing statistical models with machine learning
algorithms to predict hospital cost. The Thailand National Health Security Office
(NHSO) collects data on all hospital visits by patients with chronic illnesses, including
age, gender, discharge status, primary and 12 secondary diagnoses, up to 12 treatment
procedures, and total visit expenses. All subjects involved in this study contained data
from 2016 on chronic patients of DRGs, and data were obtained from a Suratthani

hospital. This thesis is divided into four chapters:

Chapter 1 is a thesis introduction that includes a rationale, objectives, scope of the

study and literature review.

Chapter 2 describes the methodology, including study design, data sources, data

management, statistical analysis, and conceptual framework.

Chapter 3 illustrates and reports on statistical methods for determining hospital costs

of DRGs in chronic disease in Thailand.

Chapter 4 discusses the results and statistical analysis methods used and applications

evident from this study.



1.2 Introduction

Providing healthcare services is an essential part of the global economy. According to
the World Bank, global health expenditures accounted for 10% of the global gross
domestic product in 2016 (WHO, 2019). It is critical to understand how production
levels and other variables affect hospital costs. Cost analysis enables department heads,
hospital administrators, and policymakers to assess their institutions' ability to meet
these public needs (Chilingerian et al., 2008). Apart from that, the administrators will
utilize those limited resources efficiently and effectively. The accuracy of the cost
information is essential to correct decision-making (Mihailovic et al., 2016).
Government hospitals in developing and developed countries should be managed for
the greater benefit of the community. Higher hospital cost relates to higher utilization
of hospital resources and the severity of diseases (Pritchard et al., 2016; Yang et al.,

2018).

The DRGs are a classification system for patients that generally cover all inpatient stay
costs from admission to discharge. Hospitals in most developed countries have been
using DRGs as a tool for assessing reimbursement for over 30 years (Schreyogg et al.,
2006; Chilingerian, 2008; Scheller-Kreinsen et al., 2009; Mihailovic et al., 2016;

Briestensky et al., 2021).

Mathauer and Wittenbecher (2013) advised that the methods to estimate hospital costs
in low- and middle-income nations with limited resources may differ. However, the
significant variables were influencing hospital prices in wealthy countries. DRGs are
used to determine hospital reimbursement for acute inpatient care and chronic inpatient

treatment. According to Ding et al. (2017), chronic diseases cost on average three times



3
as much as acute diseases for inpatients. The prevalence of chronic illnesses is growing,

resulting in a significant increase in health care expenditures. It demonstrates the critical
nature of disease prediction, which is essential for both government and insurance
corporations when developing health care budgets and insurance programs (Sav et al.,
2015; Bernell and Howard., 2016; Pritchard et al., 2016; Lin et al., 2018; Toxvaerd et

al., 2019; Holman, 2020).

Health care expenses are increasing in Thailand, with one of the key reasons being the
frequency of chronic diseases. The NHSO is the major purchaser of health care in the
nation through the tax-financed Universal Coverage Scheme (UCS), which distributes
pooled monies to health providers. Many hospitals face financial difficulties because
they incur higher medical care costs than they receive from the NHSO. Even though
the NHSO has been using DRGs for more than a decade, several issues remain
unresolved (Pongpirul et al., 2011; Sakunphanit, 2015). This study aimed to determine
factors used in the DRGs system related to hospital costs and compare statistical with
machine learning models for predicting hospital costs. Typically, data on health care
costs are positively skewed. Machine learning (ML) has made significant strides over
the last three decades, and these models have recently been applied to a variety of
healthcare datasets. Only a few comparisons of the prediction performance of linear
regression (LR) and ML models on highly positively skewed data, such as health care
costs, have been conducted in Thailand using different training sample sizes. However,
studies that compare the predictive performance of LR and ML models with varying
sample sizes for substantially favorably skewed data such as healthcare expenses are

limited (Sushmita et al., 2015; Panay et al., 2019; Kan et al., 2019; Hanafy and
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Mahmoud, 2021). Therefore, this study aimed to apply the statistical model for

predicting hospital cost and compare the performance of the statistical models and

machine learning models.

1.3 Objectives
1. To apply the statistical models to predict hospital costs from chronic disease

patient visits in Southern Thailand

2. To compare the predictive performance of standard LR, penalized LR including
lasso, ridge, and elastic net, and four types of ML models, namely support vector
regression (SVR), neural network (NN), random forest (RF) and Extreme

Gradient Boosting (XGBoost) models

1.4 Scope of the study

This study analyzed secondary data from the Surat Thani tertiary hospital database in
southern Thailand, which included claims for health care costs per capita from the
Thailand National Health Security Office. The natural logarithm of hospital costs was
taken to reduce skewness by adding 1 to avoid zero cost. The predictors of hospital cost
included patient's age, gender, treatment outcome, number of diagnoses and secondary
diagnoses ranging from 0 to 12, number of procedures ranging from 0 to 12. The
prediction performance standard LR and penalized LR and ML models were compared.
We employed the root mean square error (RMSE) and coefficient of determination (r?)

to determine the optimal model.



1.5 Literature Review
Several publications relevant to this study were reviewed, including the statistical
methods used and their findings. In addition, DRGs, chronic disease, and the statistical

techniques used for these studies have been reviewed.

1.5.1 The Diagnosis-Related Groups (DRGs)

The definition and background of DRGs

In most nations, health care expenses are governed mainly by the 1983-instituted DRGs
system (Mihailovic et al., 2016). DRGs are a classification system for patients based
on standardized prospective payments to hospitals that typically cover all costs
associated with an inpatient stay from admission to discharge. Patients’ primary and
secondary diagnosis, surgical procedures, comorbidities and complications, age,
gender, and treatment outcome determine their DRGs classification (Scheller-Kreinsen
et al., 2009). The DRGs system is used to control costs, improve the efficiency,
transparency, and equity of health financing, and assist hospitals in their administration
(Busse et al., 2011). Over the last 30 years, hospitals in most industrialized nations have
used DRGs to determine payment. Under this arrangement, the paying party of medical
insurance does not pay for inpatients’ actual expenses but is based on DRGs (Scheller-
Kreinsen et al., 2013; Choi et al., 2019). Individual patient utilization of hospital
outputs is dependent on both the patient's condition and the treatment procedures used.
DRGs and hospital costs are frequently used parameters to indicate utilization of health
resources, health care costs, and disease severity (Lee et al., 2004; Gartner et al., 2015;

Liu et al., 2018).
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Cashin et al. (2005) argued that the approaches for estimating hospital costs in low- and

middle-income resource-poor countries are distinct, even though the primary
determinants affecting hospital costs are the same as in developed countries. Thus, it is
necessary to evaluate DRGs-based payments in these nations to improve health care
efficiency, equality, and quality (Kankeu et al., 2013). DRGs were first used to
determine hospital payment for acute inpatient treatment and determine costs for
chronic inpatient care globally (Hendriks et al., 2014; Chapel et al., 2017). Yuan et al.
(2019) investigated the impact of the DRGs payment reform on the global budget in
Zhongshan, China. They suggested DRGs positively affected Acute Myocardial
Infraction (AMI) patients’ cost containment, but the effects on resource utilization were

negative.

Thailand's NHSO is the primary purchaser of health care nationwide, covering 76.0 per
cent of the population via a tax-financed UCS that distributes pooled money to health
providers (Tangcharoensathien et al., 2018). The NHSO has been using the DRGs
system for over a decade, although many problems remain unresolved. Additionally,
many hospitals are presently experiencing financial difficulties since their medical care
expenses exceed the compensation received from the NHSO. One potential explanation
for Thailand's numerous financial problems is that the existing DRGs do not accurately
reflect the actual cost of medical treatment. Identifying the significant factors affecting
hospital costs assists policymakers inequitable allocation and efficient reimbursement
of funds to health providers. However, no such study of costs has been conducted

recently, and thus the system lacks sufficient data for informed analysis of the current
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situation. As a result, this research sought to determine the factors influencing the cost

of visits to a large public hospital by patients with chronic illnesses.

1.5.2 Chronic disease
Globally, health care costs continue to rise. One of the primary contributors to the rise
in chronic illness is because it is more severe and frequently incurable through
vaccinations or other medicines (Dans et al., 2011). In the United States (US), chronic
diseases affect approximately half of the population. In Europe, the rising number of
chronic illnesses accounts for 75% of total healthcare expenditures, respectively (Kerr
et al., 2007). The top 5% of patients are responsible for half of all health care spending,
while the top 1% of spenders are responsible for almost 27% of costs (Glynn et al.,

2011; Toxvaerd et al., 2019; Holman, 2020).

Chronic diseases could cost up to 7% of the gross domestic product of any country due
to the detrimental effects on economic activity and the increased expenditure on public
health and social welfare. By 2030, it is predicted that these diseases will cost China
$7.7 trillion, Japan $3.5 trillion, and South Korea $1 trillion (Miranda et al., 2008;

Thorpe and Philyaw, 2012; Pritchard et al., 2016; Bloom, 2017; Lin et al., 2018).

Cardiovascular illnesses, cancer, chronic respiratory diseases, and diabetes are the top
four chronic diseases that cause the most fatalities worldwide, particularly in low- and
middle-income nations (WHO, 2019). Patients with chronic conditions face health and
physical limitations and the financial burden of disease care. Chronic disease
complications, such as diabetes, are expensive and rarely treatable (Collins et al., 2009;

Kankeu et al., 2013; WHO, 2019). Chronic illnesses are the most significant cause of
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mortality globally; however, they can be partly prevented by interventions (Glasgow et

al., 2001; Meetoo, 2008). The need for models capable of predicting healthcare
expenses is critical (Hansen, 2016). High-cost patients are the most expensive patients
globally, and high levels of chronic illness mainly explain their high utilization, a study
has found. Preventable spending on health should be maximally 10% of annual income,

according to Wammes et al. (2018).

Bredenkamp et al. (2020) discovered that DRGs payments are frequently used for
daycare and surgery services. Exclusions may include costly medications, sophisticated
therapies, transplants, emergency care, psychiatry, rehabilitation, long-term nursing
care, tuberculosis, and HIV/AIDS cases. Wu et al. (2020) examined the composition
and factors of inpatient hospital costs for colorectal surgery. They conducted a study in
Beijing on the usage of DRGs. They discovered that age, gender, length of stay (LOS),
diagnosis, treatment, and clinical procedures significantly impacted the inpatient cost

of colon cancer patients in China.

1.5.3 Determinants of hospital cost from DRGs system
Hospital cost generally means the financial liabilities hospitals incur by providing care
to patients. Usually, the determinants of hospital costs are identified from the factors
used in the DRGs system (Malehi et al., 2015). Age, gender, principal diagnosis,
secondary diagnosis, a surgical procedure performed, comorbidities and complications,
and discharge status are used to assess patients in the DRGs system in order to
determine hospital costs (Hansen, 2016; Bramkamp et al., 2007; Wu et al., 2020).
Several studies evaluated the appropriate use of these factors to determine the hospital

cost (Evans et al., 1995; Silber et al., 1999; Penberthy et al.,1999; Warren et al., 2008;
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Chaikledkaew et al., 2008; Hansen et al., 2016; Bramkamp et al., 2007; Liu et al., 2018;

Wu et al., 2020).

Chaikledkaew et al. (2008) investigated the factors influencing healthcare expenses and
hospitalizations in diabetes patients treated in Thai public hospitals. They discovered
that increasing healthcare costs were significantly associated with patients' gender and
age. Increases in all significant hospital costs for chronic diseases were associated with
increasing age. The rising medical expenditures among older patients are more likely
to have comorbidities requiring particular medication and more prolonged treatment
(Peltola and Quentin, 2013; Angstman et al., 2016; Wu et al., 2020; Xu et al., 2020).
Several studies concluded that male patients had higher hospital costs (Krop et al.,
1998; Aljunid and Jadoo, 2008).

In contrast, Owens (2008) studied gender differences in health care expenditures,
resource utilization, and quality of care and revealed that women had substantially
higher medical care costs than men. The difference in hospital cost is probably due to
the type of disease. Female patients, especially 45-64 years of age, can absorb more
hospital resources. They have gender-specific conditions, for instance, menopausal
symptoms and prenatal conditions. Wu et al. (2020) examined the factors influencing
hospital costs for colorectal cancer patients at a Beijing hospital. They discovered that
male patients had lower inpatient expenditures than female patients and that age had a
beneficial effect on inpatient costs.

Apart from patients' demographic factors, LOS and clinical factors play an essential
role in determining hospital costs among chronic patients. The LOS has been identified

as the primary predictor of hospital costs (Philbin et al., 2001; Wu et al., 2020). The
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more extended LOS higher hospital costs were reported by several studies (Evans et

al., 1995; Krop et al., 1998; Philbin et al., 2001; Slabaugh et al., 2015; Nelson-Williams
et al., 2016; Bramkamp et al., 2007; Aljunid and Jadoo, 2018; Kuo et al., 2018; Liu et
al., 2018; Wu et al., 2020). This is due to the resources used in the hospital when the
patients spend a longer time. The longer a patient is in a hospital, the more hospital
resources are spent. Indeed, prior research has revealed hospital strategies for
accelerating or shortening patient LOS, legally or illegally, to contain inpatient
expenditures, particularly under a DRGs payment system (Perelman and Closon, 2007;
Hamada et al., 2012).

Kuo et al. (2018) investigated models used to predict medical costs associated with
spinal fusion surgery in Taiwan and discovered that LOS plays a role in determining
medical expenditures. Nelson-Williams et al. (2016) examined the factors that
contribute to hospitalisation costs for patients undergoing hepatopancreatic biliary
surgery. The research indicated that more significant hospital costs mainly were
associated with a longer LOS. Wu et al. (2020) used a decision tree model to assess the
effect of LOS and other variables on colorectal cancer inpatient medical expenses. Their
study established that the LOS and patient characteristics are significant predictors of
medical expenditures.

The studies conducted in the United States and Taiwan reported that the comorbidities
among diabetic patients were significantly associated with direct medical expenditures
(Krop et al., 1998; Guo et al., 1998; Krop et al., 1999; Bhattacharyya and Else., 1999;
Brown et al., 1999). Kim et al. (2004) evaluated trends in hospital utilization and

expenses for HIV/AIDS patients in South Carolina from 1994 to 1996. When
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HIV/AIDS is the primary admitting diagnosis, hospitalization expenditures are greater.

Increased sickness severity (number of diagnoses) results in increased overall hospital
charges and days. Increases in high hospital costs for chronic diseases were associated
with increasing comorbidity and complication (Gordon et al., 2012; Aljunid and Jadoo,
2017).

Treatment procedures were one of the most significant factors on hospital cost among
chronic disease patients. The higher number of procedures causes higher medical costs,
as reported by Silber et al. (1999), Philbin et al. (2001), Warren (2008), Benoit and
Cohen (2001) and Wu et al. (2020). Aljunid and Jadoo (2017) investigated factors
affecting healthcare costs and hospitalizations in Malaysian public hospitals' total
inpatient pharmacy. They discovered that specific surgical treatments and serious
complications cost more than a medical case. Wu et al. (2020) demonstrated that
differences in therapy and LOS were significant determinants of inpatient medical
spending in patients with colorectal cancer.

1.5.4 Hospital cost prediction performance from different models

The most common statistical model used for predicting hospital costs is the linear
regression model. However, hospital costs are usually skewed positively (Dodd et al.,
2006; Gertman and Lowenstein, 1984). Therefore, the cost transformation before
performing modelling analysis is needed (Ai and Norton, 2000; Duan et al., 1983;
Manning and Mullahy, 2001; Veazie et al., 2003; Gregori et al., 2011; Franzco et al.,
2014). Currently, ML is gaining popularity because of better predictive performance
with a larger sample size (Gilleskie and Mroz, 2004; Conigliani and Tancredi, 2009;

Basu et al., 2006; Hill and Miller, 2009; Mihaylova et al., 2011; Dureh and
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Tongkumchum, 2019; Lim et al., 2020). The volume of data from several hospitals is

increasing and is considered big data. Therefore, ML has become an alternative method
to predict hospital costs. Comparing the prediction performance between the traditional
statistical model and ML had been performed by many studies (Kulkarni et al., 2020;
Austin et al., 2003; Bertsimas et al., 2008; Ding et al., 2017; Kuo et al., 2018; Seligman
et al., 2018; Kan et al., 2019; Patil et al., 2020). Traditional statistical models require
assumptions, whereas ML models do not require assumptions, and the relationship
between outcome and determinants need not be linear (Boulesteix and Schmid, 2014;
Bzdok et al., 2018; Kourou et al., 2015). Furthermore, these ML models perform better
when applied to a larger dataset (Povak et al., 2014; Dureh and Tongkumchum, 2019;
Sweety et al., 2019; Lim et al., 2020; Rajula et al., 2020). However, ML models may

have the problem of overfitting.

Models such as Poisson regression, negative binomial, proportional hazards and gamma
regression have been applied to predict medical cost and surgical treatment. Based on
various model assessments, these models accurately predicted the cost of treatment
under varying assumptions (Austin et al., 2003). Apart from traditional statistical
models, the number of studies using ML is increasing with the advancement of
technology in keeping large datasets. For example, Kulkarni et al. (2020) used various
ML algorithms to predict inpatient hospital charges. The ML algorithms included RF,
stochastic gradient descent (SGD) regression, K-closest neighbour regressor, XGBoost
regressor and gradient boosting regressor. Findings from this study indicated a
significant positive correlation between hospital LOS and total cost. Among these

algorithms, the RF achieved the highest predictive accuracy with an r? of 0.7753
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Lee et al. (2004) have used ANN and classification and regression tree (CART) to

predict hospital charges of colorectal cancer treatment. Based on their results, ANN
models showed better accuracy in the linear correlation coefficient. Muremyi et al.
(2019) predicted the out-of-pocket medical expenditures in Rwanda using four ML
approaches: RF, decision tree (DT), gradient boosting machine (GBM), and regression
tree models. They found that GBM has prediction efficiency and accuracy higher than
other ML algorithms with r? 0.853 and adjusted r?> 0.853. Sushmita et al. (2015) used
regression trees, M5 model tree and random forest to predict healthcare costs of
individual patients. M5 model accurately predicted costs within less than $125 for 75%
of the population compared to prior techniques. Sushmita et al. (2016) employed ML
algorithms to predict 30-day risk and expense based on admission data from a large
hospital chain in the Northwestern U.S. They analyzed LOS, admission acuity level
(A), comorbid conditions (C), and utilization of emergency departments (E) using LR
and RF regression. The results indicated that RF had better prediction performance in
a larger sample size.

Duncan et al. (2016) compared generalized linear models (GLMs), multivariate
adaptive regression splines, RF, DT and boosted trees. Despite the short sample size
and non-normal distribution, performance analysis revealed that advanced supervised
ML outperform traditional regression models. Findings from research conducted by
Yang et al. (2018) indicated that recurrent neural networks perform better at predicting
the medical expenditure of high-cost, high-need patients and LR, Lasso and GBM. Kuo
et al. (2018) discovered that the RF model was the most accurate in predicting the

medical expenditures related to spinal fusion in Taiwan DRGs in terms of profit or loss.
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Lakshmanarao et al. (2020) proposed a machine learning model for predicting medical

costs. They observed that age, body mass index (BMI) are features that decide the
dependent variable. Out of all experiments, RF has given better results than other
methods.

From several previous studies, using ML overcame traditional statistical models in the
larger sample size. However, the conclusion of the best model for prediction

performance among ML models is sparse.
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CHAPTER 2

METHODOLOGY

This chapter describes the overall research methodology used to predict hospital costs
for DRGs in Southern Thailand. The data sources, management processes, and analysis
are described in detail. Following that, the study population, sample, variables, and
statistical analysis are described in two distinct sections (analyze the determinants and
compare LR, penalized LR and ML models prediction performance of hospital costs

for chronic-disease patient visits).

2.1 Study design
A retrospective data analysis was performed to predict hospital costs on DRGs in

chronic disease in Southern Thailand.

2.2 Data sources

The Thailand NHSO collected data on all hospital visits by patients with chronic
diseases, including admission and discharge dates, age, gender, discharge status,
primary and 12 secondary diagnoses, up to 12 treatment procedures, and total visit
costs. The study analyzed 18,506 hospital visits to Surat Thani regional hospital in 2016

by patients with chronic illnesses.
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2.3 Data management

In study I, Thailand's NHSO collects data on the costs of all hospital visits by patients
with chronic conditions, including admission and discharge dates, age, gender,
discharge status, primary diagnoses (ICD 10 group), complications or comorbidity,
treatment procedures (ICD-9-CM) and total visit cost. The study collected 18,506
hospital visits to Surat Thani regional hospital in 2016 by individuals with chronic
conditions. Data cleaning was undertaken to identify and remove errors and prevent
duplication of records. As a result of the initial descriptive analysis of the complete
sample using normal quantile-quantile plots plot of hospital cost as shown in Figure
3.1, all patient visits with abnormally medical expenditures less than 800 Baht (160
records) and more than 7 million Baht per day were eliminated, leaving 18,342
qualifying records for analysis. A log-linear model for estimating costs based on seven
variables fitted the data were performed. For patients with chronic diseases, each visit’s

possible lowest healthcare costs are 800 Baht.

Males and females were classified separately. The age distribution was divided into ten
groups of ten years each: 0-9 years, 10-19 years, 20-29 years, 30-39 years, 40-49 years,
50-59 years, 60-69 years, 70-79 years, 80-89 years, and 90 years and older. Gender and
age categories were combined to create a new gender-age group variable with 20
categories. These two variables were then combined to reduce the interaction between
gender and age. The length of stay in the hospital (LOS) was divided into 12 categories:
0,1,2,3,4,5,6,7-8,9-11, 12-15, 16-24 and 25 or more days. The principal diagnosis
(ICD 10) was divided into 18 categories: tuberculosis, sepsis, HIV and other infectious

ilinesses, liver cancer, lung cancer, other digestive diseases, other cancers, endocrine
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disorders, muscle and neurological system disorders, ischemic heart disease, stroke, and

other cardiovascular diseases, respiratory and digestive diseases, and genitourinary
disorders, and ill-defined diseases. The following six discharge categories were used:
denied, exited, escaped, other, death with an autopsy, and death without an autopsy.
The number of diagnoses varied between one and thirteen, while the number of

operations varied between zero and twelve.

In study Il, the Suratthani tertiary hospital cost data excluded the cost less than 800
Baht and more than 7 million Baht, leaving 18,432 hospital visits were used for
comparing prediction performance between standard statistical model, 3 penalized
linear models (lasso, ridge and elastic net) and 4 ML models (SVR, NN, RF and
XGBoost). The variables in this dataset include the patient's age, gender, admission
date, discharge date, discharge status, the patient's number of primary and secondary
diagnoses, which ranges from 0 to 12, the patient's number of treatment procedures,
which also ranges from 0 to 12, and the total visit cost. Gender-age group, LOS, disease
category, discharge status, number of diagnoses (nDiag), and number of procedures
(nProc) are all considered determinants. Cleansing, integrating, and transforming data

were all steps in the data preparation process.

2.4 Path diagrams and variables

Study |, hospital cost in Baht per patient visit, was taken as a natural logarithm divided
by 100 and added one to prevent the problem of transformation from zero cost and was
used as the outcome. The following path diagrams show the association between
determinants and outcomes for both parts. Gender, age group (LOS), ICD-10 group,

nDiag, nProc and discharge status are all considered determinants.
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Determinants
Outcome
- Gender-age group

- Principal diagnosis (ICD 10 group) Log of hospital

A4

- Number of diagnoses (nDiag) costs (Baht)

- Length of hospital stay divided by 100
- Number of procedures (nProc) )

- Discharge status and adding one

Figure 2.2 Path diagram for Study I and 11

Study 11, the outcome is the natural logarithm of hospital cost divided by 100 and adding

one. The determinants are the same as the determinants used in study I.

There were three different data forms used in this study. The first form was original
data from hospital cost with a total sample size of 18,342, which was used for creating
and evaluating the models and named as original data. The second form was original
data separated into two sets randomly: training and testing sets with 70:30 ratios and
named as split data. The last format was the data with two- and four-fold size by
applying the bootstrap method. The original data were resampled. We separated these
data into training and testing sets with the same ratio as the second form and named
bootstrap data. The performance of the standard linear model penalized linear models
and ML were compared using 3 sizes of datasets: original, data increased the size by
two and four-fold. Each data size was split into two sets: training and testing set with

the ratio of 70:30.
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2.5 Descriptive analysis

Study |

Descriptive analysis was performed for calculating counts and percentages for all

variables.
Study 11

For categorical data, descriptive analysis was used to calculate counts and
percentages. The median and range of continuous variables were determined (hospital

cost, number of procedures and length of hospital stay).
2.6 Predictive Models
2.6.1 Linear regression

Study |

Normal quantile-quantile plots were created to illustrate non-transformed and
transformed hospital cost distribution. The relationship between cost and determinants
were examined using multiple linear regression. The model's coefficients and standard
errors were substituted in the linear equation to convert to be Baht. The 95 percent
confidence interval (Cl) graphs were created to demonstrate the multivariate analysis's
results. Only significant components were included in the final model. The R software,
version 3.1.3, was used to produce all statistical analyses and graphics (R Core Team,

2020).
Study 11

For this study, the predictors of all models are gender-age group, LOS, ICD 10 group,
discharge status, nDiag and nProc, and the outcome is hospital cost. The data were

randomly separated into training and test sets with the ratio of 70:30.
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The linear regression model (LR) is a well-established statistical technique for

describing the relationship between a continuous outcome and categorical or
continuous variables. A parametric model assumes a linear relationship between the
outcome and the determinants. The errors are expected to be regularly distributed and

constant variance. The model is as follows:

p
yi=p+ Zﬂjxij
=1

where y; is the continuous outcome value of subject i, 3, is intercept, ﬂj is the
coefficient of determinant j and x;; is determinant j of subject i. The unknown ,Bj can

be approximated as follows by minimizing the residual sum of squares.

n 14 2
I P
P i=1 j=1
Correlations between data measures will occur under specific circumstances. This
happens when individuals are grouped or when a person is subjected to repeated
measurements. In these instances, it is critical to incorporate this connection into the

model, as independence is an underlying premise of this model. A mixed model might

be employed rather than a linear model when this association exists.

2.6.2 Penalized LR
When there is a multicollinearity problem, penalized regression methods are designed
to handle the regression analysis. The penalized regression technique is derived from
the least-squares method with a penalty function to identify significant explanatory

variables and improve prediction accuracy in linear regression. The ridge regression
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(Hoerl and Kennard, 1970), the lasso (Tibshirani, 1996), and the elastic net are all

examples of penalized regression (Zou and Trevor, 2005).

2.6.2.1 Lasso regression

The abbreviation lasso refers to the least absolute shrinkage and selection operator. It
penalizes the regression model with a term named L1-norm, the total of the absolute
coefficients. In the instance of lasso regression, the penalty has the effect of driving the
estimation of a few coefficients to be precisely equal to zero in terms of contribution to
the model while having a minor impact on others. This means that the lasso can also be
used in place of subset selection procedures for lowering the complexity of the model
through variable selection. As with ridge regression, choosing an appropriate value for

the lasso is crucial.

One obvious advantage of lasso regression over ridge regression is that it provides more
straightforward and interpretable results models by utilizing only a subset of the
predictors. However, neither ridge regression nor the lasso will consistently outperform
the other (Van Wieringen, 2018). The penalty in lasso is equal to the sum of the
coefficients' absolute values. When lambda is big enough, lasso decreases the
coefficient estimates towards zero, but ridge does not. As a result, lasso conducts
variable selection similar to the best subset selection approach. Cross-validation is used
to determine the tuning parameter lambda. When lambda is small, the resulting
estimates are effectively least squares. As lambda rises, shrinkage happens, allowing
zero-valued variables to be discarded. Thus, a significant benefit of the lasso is that it

combines shrinkage with variable selection. In this model, the penalty term equals the
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sum of the absolute weights. This objective function can be used to estimate the lasso

unknown ﬁj:

—argmlnzn: - B, 2 Uﬁ +/12|ﬁ| ,A=0

i=1
Here A is the size of the shrinking. If A equals 0, the standard linear regression is
recovered.
2.6.2.2 Ridge regression
Ridge regression reduces the size of the regression coefficients, resulting in coefficients
close to zero for factors that have a small effect on the outcome. The coefficients are
reduced by penalizing the regression model with a term termed L2-norm, equal to the
squared coefficients' sum. The penalty amount can be adjusted using a constant named
lambda. The penalty term is ignored when lambda equals zero, and ridge regression
produces the traditional least-squares coefficients. However, the shrinkage penalty
becomes more significant as it climbs to infinity, and the ridge regression coefficients
approach zero.
Ridge regression performs better when the outcome is a function of a large number of
predictors, each of which has an equal number of equal-sized coefficients. In
comparison to conventional least squares regression, ridge regression is strongly
influenced by the scale of the predictors. Ridge regression approximates zero by
reducing the coefficients to zero. The lasso regression technique provides a workaround
for this limitation (Hoerl and Kennard, 1970). Cross-validation approaches can be used

to determine which of these two procedures is more appropriate for a given data set.



25
In ridge regression, we use a lambda tuning parameter determined using cross-

validation. The objective is to minimize the fit by reducing the residual sum of squares
and applying a shrinkage penalty. The bias remains constant as the tuning parameter
increases, but the variance decreases. By minimizing this objective function, the ridge

unknown ﬂj may be calculated.

B= arg;nin i(yi - B, —Exijﬂj)z +/1iﬂjz. ,A=0.

i=1 j=1
2.6.2.3 Elastic net
Zou and Hastie (2005) suggested that the elastic net regression model extend the Lasso
by resolving its limitations, particularly variable selection. Furthermore, the elastic net
promotes grouping by grouping highly correlated predictors in the model. By contrast,
the Lasso algorithm tends to split such collections into subgroups using only the
strongest variable. Additionally, the elastic net is favourable when the number of
predictors (p) in a data set is greater than the number of observations (n). The Lasso

cannot pick more than n predictors in this scenario, whereas the elastic net is.

Elastic nets provide regression models that are penalized according to both the Lasso
and ridge methods. This effectively decreases coefficients (as in ridge regression) and
zero out some coefficients. Besides defining and selecting a lambda value, elastic nets
enable us to tweak the parameter, where O corresponds to ridge and 1 to lasso.
Expressed, when alpha is set to 0, the penalty function reduces to the L1 (lasso) term;
when alpha is set to 1, the L2 (ridge) term is obtained. As such, we can optimize the
elastic net by selecting an alpha value between 0 and 1. This effectively shrinks specific

coefficients and sets others to zero to facilitate the sparse selection (Friedman et al.,
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2009). By minimizing this objective function, the elastic net unknowns ﬁ}. can be

estimated:
n
—argmln z - B, — z Uﬁ +/112|ﬁ|+122ﬂ2
i=1
2.6.3 Machine learning
2.6.3.1 Random Forest
The disadvantage of multiple linear regression is that it does not fully capture nonlinear
interactions between dependent and independent variables. Rather than that, an
ensemble method known as RF is employed to predict the outcome. By integrating
numerous decision trees, RF is an ensemble approach for predicting the value of an
effect. Each tree (model) in the ensemble predicts a new random sample, and the
predicted values are summed to give the forest's prediction. The tuning parameter for
an RF is the number of predictors randomly picked at each split; this value is denoted
by the variables mtry and ntree, which are collectively referred to as hyperparameters
(Breiman, 2001). At each split, the algorithm chooses the number of predictors at
random.
The hyperparameter named mtry is the number of variables randomly selected as testing
conditions at each split of decision trees. Increasing mtry generally improves the
model's performance as each node has more options to consider. However, it also
decreases the diversity of individual trees.
The hyperparameter called ntree is the number of trees to be planted. The RF model
contained 1,000 trees. Cross-validation was utilized to optimize hyperparameters for

each model.
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2.6.3.2 Neural Network (NN)

NN is a powerful nonlinear regression technique inspired by the brain's operation
theories. An intermediary set of unobserved variables is used to model the outcome
(called hidden variables or hidden units). In their nature and application, NNs are
similar to linear regression models. They are composed of input (independent or
predictor variable) and output (dependent or outcome variable) nodes and learn or train
(parameter estimation) a model using connection weights, bias weights and cross-
entropy. The neurons in the hidden layer communicate exclusively with other neurons
and never directly with the user program. NN acquire the ability to perform tasks
through inductive learning algorithms that require massive data sets (McCulloch and
Pitts, 1943).

The NN model was created and evaluated in this study to predict hospital visit costs
associated with chronic illness. Numerous variables have been identified as DRGs.
Age-gender group, principal diagnosis, number of ‘diagnoses, number of procedures,
discharge status, and length of hospital stay are all included as input variables for the
NN model. Using data, we constructed and trained a model based on the multi-layer
perceptron topology. The examination of the test data demonstrates that the NN model
can accurately estimate the total cost of visits. Our study employs a 3-layer network.
An input layer containing n (n = 6) neurons represents the six influencing factors on
total hospital visit expenses, a hidden layer containing | (I = 10) neurons, and an output

layer containing just 1.
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2.6.3.3 Support Vector Regression (SVR)

Support vector machines (SVM) have been widely utilized in supervised learning to
solve classification difficulties. Support Vector Regression is based on the same
premise as SVM, but it can solve regression issues (Vapnik, 1995). The model built by
support vector classification requires only a portion of training data, as the cost function
for developing the model ignores training points outside the margin. SVR models are
constructed using only a fraction of training data, as the cost function rejects samples
with a prediction close to the target. Additionally, all training points are contained
within the decision border. SVR aims to find the best-fit hyperplane line and includes
the most outstanding data points. SVR is a supervised learning model frequently used
in machine learning to solve regression problems. SVR uses nonlinear transformations
to generate a set of hyperplanes in a high-dimensional space based on the following

function (Zhao and Qi, 2015).
fx)=w.x+b

Here x € X is a vector of the input predictors, w € X is the weight vector of x, and b
is the error that determines the distance of the hyperplane from the original.

SVR minimizes prediction error by reducing the gap between expected and
observed output values. As a result, it employs b as a constraint to constrain

the magnitude of the normal weight vector.

3 2
min - ||W
= lwl
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2.6.3.4 Xtreme Gradient Boosting (XGBoost)

XGBoost utilizes a gradient-boosting decision tree (GBDT) technique to solve
classification and regression issues (Chen and Guestrin, 2016). The greedy approach
optimizes the objective function's maximum gain when creating each tree layer. The
algorithm'’s concept is to grow a tree by continually adding trees and performing feature
splitting. Each time a new tree is created, the algorithm learns a new function to fit the
residual from the previous forecast. Finally, many learners are combined to create the
final prediction, which is more accurate than a single one. To address overfitting,
XGBoost limits the model's complexity via regularization terms, and objective function
optimization computes pseudo residuals using the second derivative of the Taylor

expansion loss function (Wu et al., 2020).

2.6.4 Bootstrapping
Bootstrapping is a technique for resampling that combines random sampling and
replacement (replicating the sampling process). By bootstrapping, the accuracy of a
sample estimate is determined. This approach predicts the sample distribution of
virtually any statistic using random sampling (Pathak and Rao, 2013). The bootstrap
method estimates an estimator's properties by sampling an approximate distribution.
When it is assumed that a set of observations originated from a randomly distributed
population, it is possible to generate a collection of resamples using replacement and of

equal size to the observed data set.

2.6.5 Comparison procedure
The r? was used to indicate how well the values fit together compared to the initial

values. R-squared has a value between 0 and 1, and the optimal score is 1.0. The greater
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the value, the more accurate the model. This statistic can be considered the proportion

of variance explained by the response (dependent) variable model. It is derived by

squaring the correlation coefficient between the observed and anticipated values.

The following metrics were used to evaluate the performance of the regression models:
The root mean squared error (RMSE) is defined as the difference between expected and
observed/actual values: residuals equal the difference between observed and predicted
values. The mean squared error (MSE) is then calculated using the residuals, squared,

added together, and divided by the sample size.

A sample size of n is used. Calculate RMSE by multiplying the MSE by the square root
of the MSE, which is expressed in the same units as the original data. The RMSE
number indicates approximately how far the predicts are (on average) from the actual

data.

All graphs, data processing and manipulation, and statistical analysis were performed

using R statistical (R Core Team, 2020).
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CHAPTER 3

RESULT

For this thesis, two manuscripts were produced. The first manuscripts, entitle
“Determinants of Hospital Costs for Management of Chronic-Disease Patients in
Southern Thailand” was published in the Journal of Health Science and Medical
Research. The second manuscript, entitled “Comparison of Linear, Penalized Linecar
and Machine Learning Models Predicting Hospital Visit Costs from Chronic Diseases
in Thailand” was published in the Informatics in Medicine Unlocked. The full
manuscripts are shown in the Appendix. This chapter describes the results from the
analyses, which are both included and not included in the manuscripts.
3.1 Article I: Determinants of Hospital Costs for Management of Chronic-
Disease Patients in Southern Thailand

3.1.1 Preliminary results
This section starts with a description of hospital visit cost characteristics associated with
chronic disease of Southern Thailand in 2016. A total of 18,342 hospital visit costs were
from the hospital claim database. The preliminary analysis of hospital visit cost deals
with descriptive analysis and characteristics of the study variables. Table 3.1 provides
the results obtained from the preliminary analysis of hospital visit costs. For each
variable, the descriptive results are presented by numbers of records and percentages.
Table 3.1 summarizes the characteristics of the patients. Male patients represented more
than half (55.6%) of all patients, and approximately 57% were aged 50 to 79 years. The
median LOS was 3 days. The majority of patients reported LOS of 1-3 days. Respiratory

diseases accounted for the greatest percentage (12.7 percent), followed by ischemic
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heart disease (11.2 percent) and cancers other than liver or lung cancer (11.1 percent).

While most patients (32.3 percent) had only one surgery, nearly 62% had between 2
and 5 diagnoses. The median number of procedures was 2 (min=0, max=12), while the
median number of diagnoses was 4 (min=1, max=13).

Table 3.1 Demographic and clinical characteristics of study patients

Demographic characteristics Number Percent

Gender-age groups

Male
0—9 years 854 4.7
10 — 19 years 183 1.0
20 — 29 years 272 1.5
30 — 39 years 536 2.9
40 — 49 years 1,258 6.9
50 — 59 years 2,051 11.2
60 — 69 years 2,016 11.0
70 — 79 years 1,952 10.6
80 — 89 years 945 5.2
90+ years 134 0.7

Female
0—9 years 567 3.1

10 — 19 years 163 0.9
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Demographic characteristics Number Percent
20 — 29 years 204 11
30 — 39 years 519 2.8
40 — 49 years 983 54
50 — 59 years 1,483 8.1
60 — 69 years 1,478 8.1
70 — 79 years 1,488 8.1
80 — 89 years 1053 5.7
90+ years 203 1.1
Length of hospital stay (LOS)
0 day 833 4.5
1 day 3,260 17.8
2 days 3,758 20.5
3 days 2,131 11.6
4 days 1,578 8.6
5 days 1,140 6.2
6 days 765 4.2
7-8 days 1,266 6.9
9-11 days 1,158 6.3
12-15 days 791 4.3




Table 3.1 (cont.)

Demographic characteristics Number Percent
16-24 days 890 4.9
25+ days 772 4.2
LOS median (min, max) 3 (0, 346)
ICD-10 group
Respiratory diseases 2,332 12.7
Ischemic heart disease 2,046 11.2
Other cancers 2,030 11.1
Genitourinary diseases 1,417 7.7
Digestive diseases 1,338 7.3
Other digestive diseases 1,282 7.0
Stroke 1,289 7.0
Other cardiovascular diseases 1,152 6.3
Endocrine diseases 702 3.8
[1I-defined 460 2.5
Liver cancer 374 2.0
Lung cancer 298 1.6
Other infectious diseases 284 15
HIV/AIDS 271 1.5

Muscle and nervous system 266 1.5
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Demographic characteristics Number Percent
Tuberculosis 202 11
Septicemia 179 1.0
Other 2,420 13.2

Discharge status

Exited 16,168 88.1
Died without autopsy 1,445 7.9
Died with autopsy 114 0.6
Escaped 561 3.1
Denied treatment 160 0.9
Other 8 0.04
Number of diagnoses (nDiag)
1 1,138 6.2
2 2,836 155
3 3,069 16.7
4 3,168 17.3
5 2,328 12.7
6 1,590 8.7
7 1,209 6.6
8 854 4.7




Table 3.1 (cont.)
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Demographic characteristics Number Percent
9 627 3.4
10 422 2.3
11 312 1.7
12 220 1.2
13 569 31

nDiag: median (min, max) 4 (1, 13)

Number of procedures (nProc)
0 2,891 15.18
1 5,934 32.4
2 3,756 20.5
3 1,936 10.6
4 1,160 6.3
5 668 3.6
6 764 4.2
7 424 2.3
8 230 1.3
9 165 0.9
10 125 0.7
11 49 0.3
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Table 3.1 (cont.)

Demographic characteristics Number Percent
12 240 1.3
nProc: median (min, max) 2(0,12)

Note: ICD -10: International Classification of Diseases version 10, HIV: Human

Immunodeficiency Virus

Cost (Baht)18506 Chronic Disease Patient Hospital Visits 2016 Cost (Baht) 18506 Chronic Disease Patient Hospital Visits 2016
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Figure 3.1 Normal quantile-quantile plots of cost (left) and transformed cost (right)

On the left, the quantile-quantile (Q-Q) plot of expenditures for the original sample of
18,506 patients shows a highly skewed distribution with 4 large outliers for visits
totalling more than 7 million Baht. However, after applying the log(1+cost/100)
transformation, the distribution remained normal, except for small groups at the low
and high extremes, as illustrated in Figure 3.1, right-hand plot. As previously stated,
expenses less than 800 baht were removed from further analysis, and several linear
models were developed. The model included gender-age group, LOS, ICD-10 group,

discharge status, nDiag, and nProc.
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The results from the model using treatment contrast are shown in Table 3.2. All of the

determinants had a significant relationship with hospital costs. Each determinant with
the code with the lowest value was automatically chosen as the reference group for the
treatment contrast method. However, this study applied the sum contrast to compare
each category with the overall mean of hospital cost. Thus, the multiple linear models
using sum contrast was created. The coefficients were converted to the hospital cost

and illustrated using a 95% CI plot, as shown in Figure 3.2.

Table 3.2 The relationship between hospital cost and predictors from linear regression model

Determinants Coefficient  Std. Error  P-value

Constant 7.16 0.07 <0.001***

Gender-age groups

Male
0- 9 years (ref.) 0.00
10 - 19 years 0.31 0.05 <0.001***
20 — 29 years 0.49 0.44 <0.001***
30 — 39 years 0.47 0.04 <0.001***
40 — 49 years 0.54 0.03 <0.001***
50 — 59 years 0.53 0.03 <0.001***
60 — 69 years 0.54 0.03 <0.001***
70 — 79 years 0.55 0.03 <0.001***

80 — 89 years 0.43 0.03 <0.001***




Table 3.2 (cont.)

Determinants Coefficient ~ Std. Error  P-value
90+  years 0.46 0.06 <0.001***
Female
0-9 years 0.05 0.03 0.131
10 - 19 years 0.32 0.05 <0.001***
20 — 29 years 0.47 0.05 <0.001***
30 — 39 years 0.46 0.04 <0.001***
40 — 49 years 0.48 0.03 <0.001***
50 — 59 years 0.48 0.03 <0.001***
60 — 69 years 0.56 0.03 <0.001***
70 — 79 years 0.46 0.03 <0.001***
80 — 89 years 0.44 0.03 <0.001***
90+  years 0.43 0.05 <0.001***
Length of hospital stay
0 day (ref.) 0.00
1 day 0.58 0.03 <0.001***
2 days 0.76 0.02 <0.001***
3 days 0.88 0.03 <0.001%**
4 days 1.05 0.03 <0.001***
5 days 1.22 0.03 <0.001***
6 days 1.35 0.03 <0.001***
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Table 3.2 (cont.)

Determinants Coefficient  Std. Error  P-value
7-8 days 1.51 0.03 <0.001***
9-11 days 1.68 0.03 <0.001***
12-15 days 1.87 0.03 <0.001***
16-24 days 2.13 0.03 <0.001***
25+ days 2.56 0.03 <0.001***

ICD 10 group
Tuberculosis (ref.) 0.00
Sepsis 0.24 0.03 <0.001***
HIV 0.16 0.03 <0.001***
Other infection 0.23 0.03 <0.001***
Liver cancer 0.54 0.03 <0.001***
Lung cancer 0.01 0.03 0.905
Other digestive 0.46 0.03 <0.001***
Other cancers 0.15 0.03 0.001**
Endocrine diseases 0.16 0.03 <0.001***
Muscle nervous system 0.11 0.03 0.062
Ischemic heart disease ~ 0.83 0.05 <0.001***
Stroke 0.05 0.05 0.251
Other cardiovascular 0.36 0.05 <0.001***

Respiratory diseases 0.22 0.05 <0.001***




Table 3.2 (cont.)

Determinants Coefficient  Std. Error  P-value
Digestive diseases 0.21 0.05 <0.001***
Genitourinary diseases  0.01 0.05 0.759
I1l-defined diseases 0.13 0.04 0.014*
Other 0.10 0.05 0.019*

Discharge status
Exited (ref.) 0.00
Died without autopsy ~ 0.06 0.05 0.229
Died with autopsy 0.17 0.05 0.001**
Escaped -0.31 0.22 0.153
Denied treatment 0.18 0.07 0.014*
Other 0.22 0.05 <0.001***

Number of diagnoses
1 (ref.) 0.00
2 0.01 0.02 0.518
3 0.06 0.02 0.012*

4 0.08 0.02 <0.001***
5 0.02 0.02 0.356

6 -0.02 0.03 0.467

7 -0.05 0.03 0.086

8 -0.09 0.03 0.002**
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Table 3.2 (cont.)

Determinants Coefficient  Std. Error  P-value
9 - 0.06 0.03 0.052
10 -0.04 0.04 0.277
11 -0.04 0.04 0.396
12 -0.11 0.05 0.025*
13 -0.04 0.04 0.322
Number of procedures
0 (ref) 0.00
1 0.50 0.01 <0.001***
2 0.78 0.02 <0.001***
3 1.05 0.02 <0.001***
4 1.28 0.02 <0.001***
5 1.42 0.03 <0.001***
6 1.94 0.03 <0.001***
7 1.89 0.03 <0.001***
8 1.95 0.04 <0.001***
9 1.95 0.05 <0.001***
10 2.08 0.06 <0.001***
11 211 0.08 <0.001***

Note: * p<0.05, ** p<0.01, *** p<0.001
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The coefficients and confidence intervals for the linear regression were used to predict

the hospital costs associated with chronic disease. When the ClI is greater than or less
than the mean, the mean shows the more or less important group than the overall mean.
Gender, age group, LOS, ICD 10 classification, nProc, nDiag, and discharge status
significantly affected hospital cost, with LOS and nProc having a higher hospital cost

than the overall mean.

Cost (Baht) 18342 Hospital Visits for Patients with Chronic Disease in 2016
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Figure 3.2 95 % ClI plot of hospital costs and determinants from multiple linear regression

model
Note: Disch. Status = discharge status

Figure 3.2 shows the results from the multiple linear regression model. The r-squares
from the simple linear model of each determinant with hospital cost are presented at the
bottom of the plot. P-values from multiple linear models are also illustrated at the
bottom of the plot. The CI plots demonstrated a prediction of 73.7 percent, with nProc
and LOS being the strongest predictors. When nProc and LOS were included, diagnosis

(ICD-10 group) and nDiag performed poorly. The crude means for nDiag (circle dots)
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indicated a good predictor of cost. However, this association disappeared when LOS

and nProc were included in the model. As such, it was determined to be a confounding
variable. A simple linear model was then fitted for each determinant, and the r? values
indicated that nProc had the best predictive value (54.1%), followed by LOS (43.0%)
and nDiag (17.6%). Thus, nProc and LOS were the only two variables included in the

final model, despite all other variables having significant p-values.
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Figure 3.3 The 95% CI plot of the relationship between hospital cost and nProc-LOS

Although just two of the initial six components were preserved in the final model, the
r> was reduced by only 0.015. Thus, medical costs increased as nProc and LOS
increased, except for patients who underwent six to twelve operations during

hospitalization.

Boxplots of hospital cost separated by each group of LOS and nProc were created as
shown in Figures 3.4-3.8. The green dots in the plot denotes crude means. The red plus

sign represent the 95% CI.



45

Cost (baht) Box Plots 5934 Single-Procedure Visits
n: 339 13791672 768 546 361 210 280 192 110 60 17
L=]
1000000F
L)
L)
o = e © - H
100000} § i & = i, % g E . EH
R .
e[ e EFETET T D
I R
o - L=l
H 7 oy ¢
: ! o
1000} L = o
0 1 2 3 4 5 6 7-8 9-11 12-1516-2425-68

Length of Stay (Days)

Figure 3.4 Distribution of hospital cost separated by LOS for single procedure visit
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Figure 3.6 Distribution of hospital cost separated by LOS for three procedure visits
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Figure 3.8 Distribution of hospital cost separated by LOS for six-twelve procedure visits

Hospital cost increased by increasing LOS for all nProc except for nProc 6-12, as

shown in Figures 3.4-3.8

3.2 Article I1: Comparison of Linear, Penalized Linear and Machine Learning
Models Predicting Hospital Visit Costs from Chronic Diseases in Thailand

3.2.1 Preliminary results

This study analyzed a total of 18,342 admission records for chronic illnesses. The age
groupings were as follows: 0-9, 10-19, 20-29, 30-39, 40-49, 50-59, 60-69, 70-79, 80-
89, and 90 and above. The natural logarithm of hospital cost in Thai Baht divided by
100 and adding one (1 USD is about 31 THB) per patient visit is the outcome. As

previously stated, ICD-10 was categorized into 18 groups.

About 55.6% of patients were males. The majority of them, 57.0 %, were between the

ages of 50 and 79. The median number of procedures was 2 (min=0, max=12) while
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the median number of diagnoses was 4 (min=1, max=13). The median LOS was 3 days.

Respiratory diseases, ischemic heart disease and cancers other than liver or lung cancer

were found for 12.7%, 11.2% and 11.1%, respectively.

Table 3.3 Prediction performance of each model

Training Testing
Model
RMSE R? RMSE R?

LR

Original 0.5891 74.1 0.6040 73.0

2 times 0.5944 73.5 0.6029 73.1

4 times 0.5940 73.8 0.5953 73.4
Lasso

Original 0.5892 74.1 0.6041 73.0

2 times 0.5945 73.5 0.6030 73.0

4 times 0.5941 73.8 0.5955 73.4
Ridge

Original 0.6035 73.1 0.6185 71.8

2 times 0.6088 72.4 0.6150 72.1

4 times 0.6082 72.8 0.6092 72.3
Elastic Net

Original 0.5892 74.1 0.6041 73.0

2 times 0.5945 73.5 0.6030 73.1

4 times 0.5941 73.8 0.5955 73.4




Table 3.3 (cont.)
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Training Testing
Model
RMSE R? RMSE R?
SVR
Original 0.5969 74.2 0.6083 72.8
2 times 0.5711 75.7 0.5811 75.1
4 times 0.5543 77.3 0.5569 76.8
NN
Original 0.4760 83.1 0.5413 78.4
2 times 0.4774 82.9 0.5181 80.2
4 times 0.4831 82.7 0.4965 81.5
RF
Original 0.4120 87.8 0.5286 79.5
2 times 0.3449 914 0.4194 87.2
4 times 0.3146 92.8 0.3560 90.6
XGBoost
Original 0.4056 87.8 0.5291 79.3
2 times 0.4006 88.0 0.4526 84.8
4 times 0.4115 87.5 0.4350 85.8

Note: RMSE= Root Mean Square Error, R?= Coefficient of determination,

LR= Linear Regression, SVR= Support Vector Regression, NN= Neural Network,

RF= Random Forest
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Table 3.3 summarizes the predictive performance of each model across all sample

sizes. The results for the original dataset indicate that RF and XGBoost outperformed

NN in both training and testing datasets, with nearly identical r? values, as shown in

Table 3.3.

LR model: Training
Predicted cost 12839 cases

Lasso model: Training

Predicted cost 12839 cases

Ridge model: Training Elastic net model: Training
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Figure 3.9 (a) shows the results from LR and Penalized LR models using the original

SVR model: Training
edicted cost

12839 cases

hospital visit cost data

NN model: Training
edicted cost 12839 cases
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RF model: Training
edicted cost 12839 cases
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Figure 3.9 (b) shows the results from ML models using the original hospital visit cost

data
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Figure 3.9 (a) and Figure 3.9 (b) shows the results from LR, lasso, elastic net, and SVR

performed similarly in the training and testing datasets, although ridge regression had the

lowest r? in the testing dataset.
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Figure 3.10 (a) shows the results from LR and Penalized LR models using the

bootstrap 2 times original hospital visit cost data.
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Figure 3.10 (b) shows the results from ML models using the bootstrap 2 times original

hospital visit cost data.
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As illustrated in Figure 3.10 (a) and Figure 3.10 (b), RF exhibited the best prediction

performance after doubling the sample size. The results indicate that RF outperformed
all other models in both the training and testing datasets, with r? values of 0.914 and
0.872 and RMSE values of 0.3418 and 0.4093, respectively, followed by XGBoost with
r? values of 0.880 and 0.848 and RMSE values of 0.4006 and 0.4526, NN with r? values
of 0.829 and 0.802 and RMSE values of 0.4688 and 0.5033, and Ridge regression
performed the worst in both training and testing for the doubled dataset, with r? values

of 0.724 and 0.721 and RMSE values of 0.6088 and 0.6150.
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Figure 3.11 (a) shows the results from LR and Penalized LR models using the

bootstrap 4 times in hospital visit cost data.
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Figure 3.11 (b) shows the results from ML using the bootstrap 4 times in hospital visit

cost data.

Even after quadrupling the sample size, the RF retained the greatest prediction ability,
as illustrated in Figure 3.11 (a) and Figure 3.11 (b). The results indicate that RF
outperformed XGBoost in both the training and testing datasets, with r? values of 0.928
and 0.906 and RMSE values of 0.3125 and 0.3542, respectively, followed by NN with
r? values of 0.875 and 0.858 and RMSE values of 0.4115 and 0.4350 and r? values of
0.827 and 0.815 and RMSE values of 0.4784 and 0.4922. SVR's prediction performance
was ranked fourth in the four-fold extended dataset, with r? values of 0.773 and 0.768
and RMSE values of 0.5507 and 0.55 for training and testing, respectively. Ridge
performed poorly in both training and testing, with r? values of 0.726 and 0.723 and

RMSE values of 0.6081 and 0.6092.
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CHAPTER 4

DISCUSSION AND CONCLUSIONS

This chapter summarizes and discusses the results of the thesis and presents the
conclusions of the study. The discussions are presented in two parts. The first part
explains the determinants of hospital cost of DRGs in Thailand, whiles the second part
focuses on the predictive accuracy of various statistical models and machine learning
algorithms for predicting hospital cost. Conclusions from the results and

recommendations to health care policymakers are also presented in this chapter.

4.1 Determinants of costs for hospitalized chronic disease patients

This thesis has assessed the determinants of costs for hospitalized chronic disease
patients. The average hospital cost was 37,644 Baht per visit. All factors that were
examined in the DRGs systems were significantly associated with hospital cost, with
varying r?. The number of procedures had the highest r? of 53.7 %, followed by the LOS
with 42.6%. However, predictors such as gender-age group, principal diagnosis,
discharge status and the number of diagnoses had relatively low r?, less than 20 %,
although significantly associated with the outcome. The r? is a determinant of the
strength of association between predictors and outcome. However, the large sample size
of data tends to provide significant results even though the relationship between each
determinant and outcome provided low r? as shown in this study. Thus, we considered
LOS and the number of procedures except for more than 6-12 procedures as the main
factors influencing hospital cost. The determinants of hospital cost identified in this
study have also been documented by other studies (Evans et al., 1995; Penberthy, 1999;

Silber et al., 1999; Philbin et al., 2001; Chaikledkaew et al., 2008; Liu et al., 2018;
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Yuan et al., 2019; Xu et al., 2020). However, this literature reported only p-value

without the r? values. Our study mainly considers r? value rather than the p-value
because we analyzed a large dataset. Even a small predicting effect resulted in
significant results not relevant to clinical significance. The explanation of longer LOS
and higher number of procedures influenced the higher hospital cost is that patients who
remain in the hospital for an extended period and have additional procedures spend
more hospital resources. An inherent weakness in linear regression is that it cannot
adequately capture nonlinear interactions between dependent and independent

variables.

In conclusion, LOS and the number of procedures are the significant factors
determining hospital costs for patients with chronic diseases. The measures and policies

for reducing hospital care costs should focus on these two factors.

4.2 Statistical methods and machine learning algorithms to predict hospital cost

The various statistical methods and ML algorithms applied in this study showed varied
predictive accuracy. The performance of LR, penalized LR and ML algorithms are
compared. Overall, this study's findings suggest that the RF algorithm outperformed all
other algorithms in terms of hospital cost prediction. Also, XGBoost, NN and SVR had
higher predictive accuracy than regression models. When the LR, lasso, and elastic net
models were enlarged two or four-fold by bootstrapping, they performed nearly
identically to the original data. Ridge regression had the lowest performance across all
sample sizes. The prediction performance of the standard LR and penalized LR did not
change when the sample size increased. These results supported the findings by

Mazumdar et al. (2020), indiacated that after applying various scenarios of machine
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learning models the prediction performance are improved when the sample size is

doubled. However, similar to other literature (Duncan et al., 2016; Rajula et al., 2020)
on medical cost prediction. Increasing the number of predictors had a more significant
effect on the other ML models. This could be explained by the fact that the basic
prediction of the LR model is based on the ordinary least square method, which
minimizes the prediction error. Therefore, the relationship pattern does not change even

with larger sample size, resulting in stable r2.

In contrast, ML models were developed based on the learning process. Therefore, the
ML models can learn if the sample size is large enough. As evident from our analysis,
the predictive accuracy increases with SVR, NN, RF and XGBoost models having
higher accuracy. The result from our study agrees with the findings by Kulkarni et al.
(2020), which indicated that ML techniques such as RF and XGBoost have high
predictive accuracy with a larger sample size. Our finding is consistent with a study
conducted by Lakshmanarao et al. (2020) that reported that RF outperformed LR, SVR,

DT, and RF in predicting medical expenditures.

Additionally, Kuo et al. (2018) discovered that the RF model accurately predicted the
profit or loss associated with spinal fusion in Taiwan DRGs. The improved predictive
performance of RF over other machine learning and natural language processing
models may be explained by the fact that RF produces a forest from numerous decision
trees. This is one of the most effective ensemble machine learning techniques for
circumventing issues about overfitting data. Our findings, however, contradict those of
several previous studies. Seligman et al. (2018) investigated the performance of LR,

penalized regressions, RF, and NN in predicting health outcomes using socioeconomic
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determinants of health. They discovered that NN outperformed the other three model

types significantly. This could be because the NN model type is the most flexible,
allowing for more interactions and non-linear correlations between the determinants
and the outcome than other machine learning models typically used with social data.
This is one of the most effective ensemble machine learning techniques for addressing
the issue of overfitting data. Our findings, however, contradict those of some previous

studies.

In conclusion, increased sample sizes had apparent effects on ML models, giving
increased r?and decreased RMSE, and increasing the sample size did not affect LR and

penalized LR. The application of prediction models can depend on sample sizes.
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Introduction

Health care costz in most colntrise are mainky
detenmined by the diagnosis-related group (DRG) system,
which waz initizted in 1883." DRG is 2 2ystem of classifying
patients into groupe by standardized progpective paymenta
i hespitalz which generally cover all charges azsociated
with an inpatient stay from the time of admizsion to
dizcharge.” The assignment of 4 patient to 3 DRG depanda
on principal diagnosie, secondary diggnosiz, surgical
procedires performed, comorbidities and complications,
patient age and sex and discharge statiis.” The purposss of
Uzing the DRG zystem are cost contgiment, improving the
eficiency, tranaparency and faimasa of funding and qualty,
and stpporting the management of hospitals.” Hospitale in
meost developed countries have inroduced DRG az a tool
for azeessing reimburzement over the past 30 years®

Mathaler and Wittenbecher® recommended that
fhe zy=tam shollkd be employed to gessss hospital cozts in
low- and middie-income countries with limited rezolinoes,
aven tholigh the main factors for determining the hoepital
coetz might not be the zame az those in developsd
countriez. Thus, DRG-bgsad payments in slch countries
need to be aesessed, which might help to improve the
afficiency, equity and guality of health eanvices. Globally,
DRGe were onginally weed to caleulate reimbureament for
hoepiale for geute inpatient care but are now also Used o
azsess charges for chronic inpatient care.®

In Thailand, health care coste are increazing and
one of the main factors infusncing this increass is chronic
dizegze, defined az a dizeges |asting fwee monthe or more
and generally incapable of being pravented by vaccines or
curad by madication.” Thersfore, it iz useful o inveatigats
health cam costz among patients suffering from chronic
dizegzes in Thailand

The Mational Health Securty Office (MHSO) of
Thailand &= fhe main healh-care purchazer in the colntry
and covers 76.0% of the population Using the Universal
Coverage Schems which g tax-fingncad and tranafers
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pooled funds o hegith provider ® The DRG yetem has
been uzed by the NHSO for over a decade but several
izalies ofill exist and nesd fo be sohed. Alen cumently,
many hoapitals are facing the problem of inclming higher
medical care coste than the reimbursement they receie
from the NHESO, resulting in hoapital ingncial crizes. One
possible regzon for e widespread financial crises in Thai
hospitalz could be that the cument DAGe might not refiect
the real cost of medical care. dentifying the significant
factors which influsnce hoepityl costs iz seful for policy
makers in allncating equitable and eficient raimblrsement
to heakh providers but no such study of coste has bean
done recently, s the system doss not have adequate
informiation for informed analyses of the current situation.
Therefore, this etudy aimed i analyze the determinants of
coats for visitz by patients with chronic disegees to @ major
plblic hoapital

Material and Methods

The costs of 2l hospital visits by patients with chronic
diz=gaee including admizmion and departure dates, age,
gender, discharge etatus, principal and up o 12 secondary
diggnoses, Up to 12 ir=atment procedures, and the fotal
wisit coste were obtained from the Thailand NHSO0. A fotal
of 18,506 records of hozpital vizits in 2016 by patients with
chronic dizegess fo Surat Thani regional hoepitsl  were
inciuded in thiz =tudy. The minimum possible health care
cnet per wizit for 2 patient related to & chronic disease i
800 Baht. Therefore, folowing the initial descriptive anafysia
of the entire zample, all patient visits incuming medical costs
of lese than 8030 Baht or approximately 23 United States
doligre (USD) (160 records) and cost more fhan 7 million
(201 250 LED) with one day or le=s of hospital stay were
exceluded from further anakysis, resuliing in 18,342 qualifying
records, which were analyzed in this stidy.

In thiz study, the main outcoms variable was the
fotal cozt in Baht per patient viait which included oltpatisnt
winit and admizzion. The detenmingnts were gender, age

J Health Sci Med Res 2021:39(4):313-320
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gmup, length of hozpital etay, Intemational Claasication of
Dizeases version 10 (CD-10) diagnosis, discharge atafus,
nimber of diagnoses or comarbidiias and complications
(nDizg) and number of procedures (nProc). Gender was
clgesified az male or female. Age group was divided into
ten groupe with 10-year intervala: 0-8, 10-18, 20-29, 30-
39, 4049, 50-58, 60-68, 70-79, B0-88 and BO and older.
Length of hoepital stay (LOT) was grouped info 12 groups:
01,2 3 4,5 6 7-8, 9-11, 12-15, 16-24 and 25 or more
days. The IC0-10 diagnoses were closaibed intn 18 grolps:
tuberculosis, sepsia, haman immunodehciency vires (HIV),
other infectiots diesases, liver cancer, lung cancer, other
digesiive diseazee, ofher cancers, endocrine dizeases,
muzcle and menvous system dizeases, ischemic heart
disegse, stroke, other cardiovascular diesgaee, respiratory
dizegses, digesiive diseases, genitolrinary dizsases, il-
defned dizegses, and other dizegses. Dischame status
wag divided into 3 groups: approved, exied, escaped,
oiher, death with autopey and death with no autopey. The
nismber of diagnozes ranged from 1 1o 13 and the number
of procedures ranged from 0 to 12

Data cleaning was performed in order o detect
and cormect coding ermors, missing values, outiers and the
duplication of recordz before the stgtistical analysiz was
parformed. Mo coding emore and duplicated records were
found. There were 4 outhers with medical cost more than
7 million Baht and thess reconds were excludad from the
shudy.

Descriptive statistical analysiz was performed to
summarize the characteriztice of each variable. Medical
costs were transformed using natural leganthma. Mommal
quantile plotz were used fo depict the distribution of
both non-transformed and transformed coets. In order
io eliminate the interaction efiect of between gender and
age group, fhese teo vanables were combined o form a
new variable called gender-age group with 10 categories.
Interactionz betwsen other varables were not found and

Journal of Health Science and Medical Ressarch s

some varables could not be tested due to their small
zample size when the wariables were combined. Muliiple
linear regression was Used bo investigate the relaionshipes
betwean cost and the variolz determinantz. The coalficients
and standard emors from the model weare converted into
coet in Baht and 95% confidence interval (Cl) plots were
craated o ilustrate the resulte from the multhariate anahesis.
Onily zignificant factors were incleded in the final model and
the resultz from this model were aleo illustrated using 85%
Cl piote. All the statistical analyees were conducted and
graphical displays cregted Using the R program, version
313?

The aiivors determined that this clinical investigation
required Inziiutional Review Board Ethice Commiltze review
and approval, and the resulting protocol/approval number
was 612018,

Results

The summarized patient charactenstics are shown in
Table 1. More than half of the patients were males (55.6%).
About 57.0 % of the patientz were aged between 50 and
T8 years. Half of the patients had LOS ranging from 1-3
days. Respiraiory disesses were found io account for the
highest percentage (127%) followed by &chemic heart
dizeaae (11.2%) and cancers other fhan liver or lung cancer
{11.1%). While the largest group of patienta (32.4%), had
only one procedure, approximately 62.2% of the patients
had from 2-5 multiple diagnozes.

The guantile-guanile (O-0) plot of cosie for the
entire initial 2ample of 18,506 paientz in the left-hand
piot of Figre 1 ehowe a very skewed distibition with four
large outliers for visits costing more than 7 milion Baht.
However, after fransformation based on log{1+costA00),
the distrbution wag found to be nommal, apart from small
groups at low and high extremes e ehown in Figure 1,
right-hand piot.
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Table1 Demographic and clinical characteristics of study Table 1 (continued)

patients
Demographic and clinical characteristics ~ Visits %
Demographic and clinical ch isti Visits % Discharge status
Approved 160 09

Genocr Exited 16,168 88.1

Male 10201 556 —— 81 e

Female 8141 424 OlfiF 8 00
Age group (years) Autopsy 114 06

Gto9 1821 77 N sinaEsy 1881 73

101019 346 19 Rmorck tagrioses

201,29 4w 28 1 1138 62

30 10 39 1055 58 5 283 155

40 t0 49 2201 122 3 3060 167

50 t0 59 3534 193 4 a8 173

6010 69 3494 190 5 2308 127

701079 3440 188 6 150 87

80 t0 89 1998 108 . 1200 66

e 536 T3 8 84 47
Length of hospital stay (days) a9 627 34

9 =3 45 10 422 23

! 3260 #78 1t 32 17

2 3758 205 5 556 55

3 2131 16 - G5 W

“ 1,578 88 Number of procedures

5 i 0 2891 158

5 7 42 1 5934 324

i 1266 69 2 37% 205

911 1158 63 3 19% 106

12-15 791 43 i 1160 63

16-24 80 49 & 668 26

25+ : 72 a2 . S o
1CD-10 group 7 24 23

Tuberculosis 202 11 - 4 13

Sepsis 179 10 g e o

il i 15 10 25 07

Other infection 284 15 1 “ o

kives:cancer 34 20 12 240 13

Lung cancer 298 16

gi;':: ‘22’:’: seases 12:?;83?) 1101 1CD-10=Intemational Classification of Diseases version 10, HIV=Human

Endocrine diseases 702 38 ROdeRGenCy Vit

Muscle and nervous system diseases 266 15

Ischemic heart disease 2,046 1.2

Stroke 1289 70

Cther cardiovascular diseases 1,152 6.3

Respiratory diseases 2,332 127

Digestive diseases 1,338 73

Genitourinary diseases 147 77

Ii-defined diseases 480 25

Other 2420 132
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Figure 2 95% confidence interval plot of medical costs and determinants from a muftiple linear regression model

As indicated above, abnommally low costs below
800 baht and abnormally high costs higher than 7 miffion
were excluded from further analysis and a log-linear model
was then created. Gender-age group, LOS, ICD-10 group,
discharge status, number of diagnoses (nDiag) and number
of procedures {nProc) were included in the model as
determinants. Figure 2 shows the restits from the multiple
linear regression model.

Journal of Health Science and Medical Research 317

A model was constructed fo predict the natural log
of the medical cost of each variable. The Cl plots showed
predictive accuracy of 73.7%, and the best predictors were

nProc and LOS. Diagnosis (ICD-10 group) and nDiag

predicted poorly when nProc and LOS were included. Crude
means (circle dots} for nDiag suggested that it was a good
predictor of cost. However, this comrelation disappeared
when LOS and nPrac were included in the model. Therefore

J Health Sci Med Res 2021;35(4):313-320
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it was-found to be a confounding variable. Simple finear
models were then constructed for each determinant and
the r-squared values showed that nProc had the highest
prediciive value, of 54.1%, followed by L OS with 43.0% and
nDiag with 17.6%. Since nProc and LOS had the highest
r-squared vafues they were the only variables included
in the final model even though significant p—values were
found for all the other variables. nProc was classified into
six groups: 0, 1, 2, 3, 4-5 and 6-12 procedures and was
combined with LOS fo produce a2 new variable named
nProc-LOS with 72 groups. A simple linear regression
was created with log of cost as the oufcome variable and
nProc-LOS as the determinant. A 95 % Cl plot was created
to show the relationship between cost and nProc-LOS as
shown in Figure 3, which shows the Cls for hospital visit
costs for 72 combinations of LOS and nProc.

Even though only two of the faciors from the six—
factor mode! were included in the final mode!, the r-squared
only decreased by 0.015. The resuis therefore showed that
medical costs increased when the LOS increased for aff

combinations of nProc and LOS except for those patients
who experienced between 6 and 12 procedures during
their hospitalization.

Discussion

This study explored the factors associated with
hospitalization costs among chronic-disease patients
using hospital administrative data. A log-finear model to
estimate costs based on gender-age, diagnosis, nDiag,
discharge status, LOS and nProc it the data well with a
predictive accuracy of 73.7% and all of these prediciors
were significantly associated with the cost, with the highest
predictive value for nProc (54.1%) and LOS {43.0%) found
in simple {inear regressions. A reduced mode} with just one
predictor — a factor combining nProc and LOS - produced
a predictive accuracy of 72.2% with only a reduction
in r-squared of 0.015. The results from the final model
therefore showed that medical costs increased when the
LOS and nProc increased except for those patients who
experienced more than 6-12 procedures.

Cost (Baht) 18342 Hospital Visits for Patients with Chronic Disease in 2016
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25000 § & . F o .
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Figure 3 95% confidence interval plot of the relationship between medical cost and nProc-LOS
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In this study, the patient demographic factors
(gender and age), diagnosis history (principal diagnoss,
and complications and comorbidities) were significantly
associated with medical care costs and this resuit is
consistent with a previous study of factors affecting heatth—
care costs and hospitalizations among diabetic patients in
Thai public hospitals conducted by Chaikledkaew et al.”
Similar results were also reported by Slabaugh et al." which
found that dlinical and demographic characteristics were the
strong predictors of health—care cost among type 2 diabetes
patients in the United States. However, the results from the
present study show that the difference in the r—squared
value in a model including these variables and one from
which these dt inants were excluded was only 0.015.
Thus, it is not recommended that consideration should be
given to all determinants with significant p-values, but that
the overall effect on the r-squared value should be the main
factor taken into consideration in determining the predictors
of health—care costs since when dealing with large samples
significant results can be found even where the r-squared
value is quite low.

The final results showed that the determinants of
medical costs among chronic-disease patients with the
highest levels of significance were nProc and LOS. Thus,
in assessing medical costs in Thailand, nProc and LOS
should be the main factors employed in calculating the
actual costs for patients. DRG-payment assessments
which rely on coding systems based on diagnoses and
procedures may therefore not represent accurate means of
assessing patient costs when those patients are suffering
from chronic diseases. In many countries where poorly
developed hospital cost-accounting systems produce only
low quality data, DRG systems based on those used in
the United State are applied, even though they may not
reflect their own practice patterns.” In Thaifand, Pongpirul
et al.” suggested that high quality DRG codes should not
be presumed especially in resource-limited hospitals.

Journal of Health Science and Medical Research 318

Conclusion

The results of this study suggest that DRG cost-
assessment systems, in which costs are assessed based
on the patient’s diagnosis, discharge status and gender
and age might not be the best means of assessing medical
costs for patients with chronic #linesses in Thailand, and that
the period spent in hospital and the number of procedures
carried out during that time are more accurate indicators
of the true medical cost.
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ARTICLE INFO ABSTRACT
Keywords Generally, health care costs from chronic diseases have positive skew and this gives problems on using traditional
d"‘“{“ dm statistical models. Machine learning is a ¢ i method producing diction with large sample
Machine learning size. much of the comparison p b istical methods and machine learning for such
“F”‘!":m"’“ﬁ data remains scattered. This study aimed to linear, penalized linear and machine learning models for

their prediction performance of hospital visit costs from chrounic disease, in Thailand. A total of 18,342 hospital
visit records were obtained from Suratthani tertiary hospital in southern Thailand, which contained data from
2016 on chronic patients of Diagnosis-Related Groups (DRGs). The prediction performance on haspital visit costs
by linear, penalized linear and machine learning models were compared using both original dataset and datasets
expanded in size two- and four-fold by using bootstrap. The mean age of patients was 56.3 + 22.6 years with
55.6% of visits by males. The median hospital cost was 16,662 Baht per visit. The random forest (RF) model had
the best predictive performance of hospital visit costs for all sizes of dataset with the smallest prediction errors,
whereas ridge linear regression had the pomst prediction performance with the largest prediction errors. Ma-
chine learning models had better with enl; d sample sizes whereas linear and
penalized linear models did not. On modeling big data for predicti learning models are preferable,
. whereas linear and penalized linear models’ predictions are not affected by increasing the sample size.

1. Introduction

Chronic diseases are a disease lasting three months or more, such

the skewed outcome [15 17].
Machine learning (ML) models have been propoesed in the past 30
ymxsasaltemauva without that normality assumption, and the rela-
b outcome and its d i can be 1i

that normally cannot be prevented by vaccination or dication [1].
Globally, the number of patients with chronic di isi ing, and
this is driving up the majority of health care costs [2 h] Howeve',many
of the burdens of heali} costs can be p d [71, especially for

chronic diseases. Health care cost data are usually positively skewed [8].
Genaaﬂy,th:stanmdnmddtypethansmusedfwhmhbmm
predi is linear models [9 13] and penalized
linear regression models, sndx as lasso, ridge and elastic net models
[14]. However, one of the assumptions made with these models requires
normally distributed errors, and this is often violated potemially
contributing to a poor prediction accuracy. C ly, health care costs
need to be transformed before creating a prediction model, because of

* Corresponding authar.
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[18-20]. These models tend to have better prediction performance
when trained with a larger dataset [2] 25]. Examples of ML methods
include random ftxst_ {RF), neoral network (NN), support vector
regression (SVR) and XCBoost models. These models have recently been
wsed with varions healthcare data, and also comparisons of linear
regression (LR) and ML models for their prediction performances have
been performed {26 -28}. However, only limited comparisons have been
made of prediction performances b linear and penalized linear
mdmmoddsﬁxmghlyposnvdyskzweddam,sudlashahhcam
costs, with different training sample sizes [29 31]. Therefore, this study
aimed to campare linear, penalized linear and machine learning models
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for their prediction performances of hospital visit costs from chronic
diseases in Thailand.

2. Methods

2.1. Data source

Health visit cost data in the year 2016 were ob 1 from th
tertiary hospital database in southern Thailand, on claims of health care
costs per capita from the Thailand Nanonal Hmlth Security Office. A
total of 18,342 admission records from ch were included in
this study. The variables in this dataset include patient’s age, gender,
admmondatr_,dmcbzrgedate,d:schargem:s,nnmbuafprmqn!

and y is range from 0 to 12 diagnoses,
number of treatment procedures range from 0 to 12 procedures, and the
total visit cost.

Gender was classified as male or female. Age was binned into ten
groups with 10-year intervals: 0-9, 10-19, 20-29, 30-39, 40-49, 50-59,
60-69, 70-79, 80-89 and 90 and older. Gender and age groups were
combined to a new variable with 20 groups (2 x 10) called gender-age
group. ICD-10 was classified into 18 groups as mentioned in a previous
study [32} andwasmdaedfmmﬂmhlgh:s(mthelowtstﬁequ-cy
where the last group bined all other small fi ies This
variable is called disease-group. Discharge status fell into six groups:

pp d by physicians, denied d from the hospital

Informatics in Medicine Unlocked 26 (2021) 100769

wherey; is the continuous outcome value of subject i, f, is intercept, f; is

the coefficient of d ]andx,,ls j of subject i. The
1 f; can be esti d by minimizing the residual sum of sq;
as follows.
" P 2
ﬂ'—atxmin{):(.v:"ﬁo ~L/},=f) } @
B = =

2) Lasso regression

Lasso stands for Least Absolute Shrink and Selection Op

Lasso uses shrinkage as the regularization technique to reduce over-
fitting and complexity of the model, by reducing the coefficients of less
contributive variables towards or to zero. Lasso regression is a type of
linear regression and is also called penalized regression with L1 regu-
larnanon{>4] ’l’hepenakyt:nnusedmﬂusmodal;swmofﬂleab—

died with autopsy, died without autopsy, and other. The total cost in
Thai Baht (1 USD is about 31 THB) per patient-visit is the outcome. The
determinants are genderage group, length of hospital stay,
disease-group, disch status, ber of diag; and mumber of
procedures. All of these candidate predictors were selected for evalu-
aunghosplmlmstmthemtﬁsysmbyﬁmngp!edmtwemodels.

solute weights. The lasso unk #; can be estil this
objective function:
" 2 »
sind 32 - ) D EE ®
1 =)
Heml:stheamountofshnnkag&lflequalszemwemcoverthe
dard linear

3) Ridge regression

Ridge xegrmon is used for reducing the complexity of the model

Data preparation processes included data cleaning, data integx
and data transformations.

2.2. Statistical and ML models

'lhzxewereamoddtypeststedmdussmdy LR is a statistical
model used as a benct pared to 3 penalized linear and 4 ML
modeltypesSVR,NN,RFandXGBooﬂ.Haspimlvmxcosswem
transformed using natural logarithm, after adding one to avoid overflow

ﬁvmmkmgthebgpnﬂmofmmm-a@mms,dm

with L2 (lars: Ridge jon is similar to lasso regression,
ﬂ:emlydiﬁermisthepeualtymaseﬂmthxsmodelnamdyme
sumuf q d [i4).'l‘hcndgennknnwnﬂ,mnbesnmatedby
oo g this objective f
~ L2 2 P
ﬂ~'afg;nin{2(y.—l’a~zxfjﬂ,-) +AZ#}},120. @
=1 =

4) Elastic net regression

ﬂasuznetregmmmcombmhsoandndgemgx&onmethods

group, disch usxntus, ber of di:
were used as i (ie. predi iabl ﬁurallmodel types.
These models were applied to 3 sizes of d: inal; data doubled in
size by bootstrap; and similarly four-fold expanded dataset. Bootstrap
technique is a method of resampling a dataset with replacement. This
study applied bootstrap to increase sample sizes as based on the law of
large numbers, resampling large enough dataset will approxlmte well
the population parameters [33]. All of these were

andhmd.lehsbenerthanlasourndgeregressmns
[’h].'l'heelasncna ik ; can be estil d by minimi: this
objective function:

~ = LN -
R PSR SRS SIIES o7 S
=1 = =

split into training and testing datasets with 2 70:30 ratio. In this study,
we compared standard LR, a statistical parametric model with three
types of penalized LR: lasso, ridge and elastic net, and four types of ML
models: SVR, NN, RF and XGBoost.

1) Linear regression

LR:satxadmomlmsumlmodelusedmmodel&emhnmdnp

b a and ds um.mbe
or categorical variables. It is a ic model a linear
relationship between the and the d and that the

errors are normally distributed and have constant variance. The model
takes the following form

P
yi=ho+ Y By w
=1

5) Support vector regr

SVR has similar principles to support vector machine which is used
for binary outcomes. SVR is a supervised learning model proposed by
Vapnik [36] used for segression problems in ML SVR creates a set of
hyperplanes in a high-dimensional space using a non-linear trans-
formation based on the following fanction [37].

flx)=wx+b (6)

Here x € X is a vector of the input predictors, w € X is the weight
vector of x, and b is the error which determines the distance of the hy-
perplane from the original. SVR is based on minimizing the prediction
error by minimizing the di: b the predicted and given
output values. Thus, it uses b as the constraint to control the magnitude
of the normal weight vector as follows.
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6) Neural Network

NN originated from trying to simulate learning processes in human
brains, with nodes called artificial neurons connected to each other. A
computational model of a neuron was first proposed by McCulloch and
Pitts [38]. NN takes as inputs the predictors x to predict the output y.
The relationship between x and y is determined by the network archi-
tecture and its adaptive weights. The network commonly consists of at
least three layers: input, hidden and output layers. Each layer consists of
at least one processing neuron. One processing neuron is for one pre-
dictor variable. The output of each neuron can be computed by linear or
non-linear operations from its inputs.

7) Random forest

* RF is one of the bagging ble 1 models proposed by

i [39]- Itis a collection of d irees that are aggregated into
one final result. It randomly selects a set of predictors for a binary tree.
RF consists of classification trees used to predict a binary outcome or of
regression trees used to predict a continnous outcome. For dassification
trees, data partition criterion is chosen to minimize the zero-one loss,
whereas for regression trees the mean squared error is minimized during
partition.

8) XGBoost

XGBoost or dient booting is a gradient boosting tech-

&

nique used to enhance performance and speed in tree-based bl
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hu.algonﬁlmdcvelapedbycbmand(ium [40]. The algorithm for

ting imizes the loss function by adding weak learners
using gradient descent op ion. There are three main components
of gradient boosting technique: loss function, weak learner and additive
model. Loss function is used for detecting the prediction performance of
the model from the given data. Weak learner is one that classifies the
data poorly but still better than random guessing. Additive model is an
iterative and sequential process in adding the decision trees one stepat a
time.

2.3. Analytical process

The sample sizes of the d; were the original, doubled by a
factor of 2, and 4-fold, with expansions by b In the analysis, we
randomly sampled a dataset into training and testing sets in the split
ratio 70:30. The predictors in all models were gender-age group, length
of hospital stay, disease-group, disch status, ber of di

and number of procedures. The outcome is the natural log transformed
hospital visit costs in Thai Baht (after adding one). The parameters used
to control the learning process (i.e. training) of the ML models, so-called
hyper were assigned. The hyperp for training each
model were held fixed across the different training datasets. In this
study, hyperp for lized linear models are alpha () and
lambda (3) with & - 1 and 2. — 0 for lasso medel, @ — 0 and % — 1 for ridge
model and « - 1 and A — 0.4 for elastic net model, respectively. The NN
number of nodes in its one hidden layer, initial random weights,
parameter for weight decay, and maximum number of iterations were
chosen as 10, 0.6, 0.2 and 5,000, respectively. The number of trees in the
RF model was 1000. The number of boosting rounds for XGBoost was
500. Hyperparameter tuning for finding the optimized hyperparameters
for each model used cross validation.

Table 1
Dx ic and clinical ch of patients.
Demographic characteristics Number Percent
Gender-age groups
Male
0-9 854 4.7
10-19 183 1.0
20-29 272 15
30-39 536 29
40-49 1258 6.9
50-59 2051 11.2
60 - 69 2016 11.0
70-79 1952 10.6
80-89 945 5.2
S0+ 134 0.7
Female
0-9 567 31
10-19 163 0.9
20-29 204 11
30-39 519 28
40 - 49 983 54
50-59 1483 81
60 -69 1478 81
70-79 1488 8.1
80-89 1053 57
90+ 203 11
Length of hospitat stay: median (min, max} 3(0,346)
ICD-10 group
Respiratory diseases 2332 127
Ischemic heart disease 2046 112
Other 2030 111
Genitourinary diseases 1417 7.7
Digestive diseases 1338 7.3
Other digestive diseases 1282 7.0
Stroke 1289 7.0
Other cardiovascular diseases 1152 6.3
ine diseases 702 3.8
Tidefined 460 25
Liver cancer 374 2.0
Lung cancer 298 1.6
Other infectious diseases 284 15
HIV/AIDS 271 15
Muscle and nervous system diseases 266 15
‘Tuberculosis 202 11
Septicemia 179 1.0
Other 2420 132
Discharge status
Exited 16,168 88.1
Died without autopsy 1445 79
Died with autopsy 114 0.6
Escaped 561 31
Denied treatment 160 0.9
Other 8 0.04
Number of diagnoses: median (min, max) 4(1,13)
Number of procedures: median (min, max) 2(0,12)
2.4. Pefc I
The ption of normal distribution of residuals for the dard

linear model was assessed by using a Q-Q plot. However, the assumption
of the normality of residuals for penalized linear models does not really
matter. Other machine learning models do not require this kind of as-
sumptions as do statistical models. Root mean square errors (RMSE) for
each model and R” were computed in order to assess the prediction
performance. Lower RMSE and higher R? indicate better predxcuon
performance. Scatter plots b hospital costs and predicted h
caﬁs&mnadzmoddwerecrmtedmassthepmdxcmnperfor
mance.AIl ytical methods and plotting were performed using the R
for statistical computing [41].

The authors determined that this clinical investigation required
Institutional Review Board, Ethics Committee review and approval, and
the resulting protocol/approval mumber is 61/2019.
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XGBoost had superior prediction performance in both training and
testing datasets with almost the same R for both, followed by NN as
Fig. 1a and Fig. 1b. LR, lasso, elastic net and SVR

provided almost similar performance in both training and testing data-

ridge provided the lowest R” in testing dataset.
After doubling the sample size, RF had the best prediction perfor-
and Fig. 2b. The results show that RF had
superior prediction performance in both training and testing datasets
with R? of 0.914 and 0.872 and RMSE of 0.3418 and 0.4093, followed by
XGBoost with R? of 0.880 and 0.848 and RMSE of 0.4006 and 0.4526,
NN with R? of 0.829 and 0.802 and RMSE of 0.4688 and 0.5033 and SVR
with R? of 0.757 and 0.751 and RMSE of 0.5604 and 0.5637. Ridge
in both training and
testing for the doubled dataset, with R?0f 0.724 and 0.721 and RMSE of

After increasing the sample size four-fold, the RF still had the best
prediction performance, as shown in Fig. 3a and Fig. 3b. The results
ing and testing d with R?

of 0.928 and 0.906 and RMSE of 0.3125 and 0.3542, followed by
XGBoost with R of 0.875 and 0.858 and RMSE of 0.4115 and 0.4350,
and NN with R? of 0.827 and 0.815 and RMSE of 0.4784 and 0.4922. The
prediction performance of SVR was ranked fourth with R of 0.773 and
0.768 of RMSE of 0.5507 and 0.55 for training and testing in the four-
fold expanded dataset. Ridge had the poorest prediction performance
again in both training and testing with R? of 0.726 and 0.723 and RMSE

W. Thongpeth et al.
Table 2
RMSE and R? for statistical and ML models applied to different size datasets.
Model Training Testing shown in Table 2,
RMSE R RMSE R’ =
: sets
Original data
IR 0.5945 74.1 05914 73.0 dapes
Lasso 05892 741 0.6041 730 mance, as shown in Fig. 2a
Ridge 0.6035 731 0.6185 71.8
Elastic net 0.5892 731 0.6042 73.0
SVR 05969 742 0.5957 72.8
NN 0.4818 831 0.5374 784
RF 0.4151 87.8 05178 795
XGBoost 0.4056 87.8 0.5291 793
Two times expansion regression had the poorest prediction perft
LR 0.5858 735 0.5872 731
Lasso 0.5945 735 0.6030 731 0.6088 and 0.6150.
Ridge 0.6088 724 0.6150 721
Elastic net 0.5945 724 0.6030 731
SVR 0.5604 757 0.5637 75.1
NN 0.4688 829 05033 802 show that RF was sop in both
_RF 03418 914 0.4093 87.2
XGBoost 0.4006 88.0 0.4526 84.8
Four times expansion
LR 05919 738 0.5880 73.4
Lasso 0.5941 73.8 0.5955 73.4
Ridge 0.6081 726 0.6092 723
Elastic net 0.6082 728 0.6092 734
SVR 0.5507 77.3 0.5500 76.8
NN 0.4784 827 04922 815
RF 03125 a8 0.3542 0.6 of 0.6081 and 0.6092.
XGBoost 0.4115 875 0.4350 8538

4.

RMSE - Root mean square error, R* = R-squared, LR — Linear i
SVR -- Support vector regression, NN = Neural network, RF = Random forest.

3. Results

About 55.6% of patients were males. Most of them were aged be-
tween 50 and 79 years, accounting for 57.0%. The median length of
hospital stay (LOS) was 3 days. Respiratory diseases, ischemic heart
disease and cancers other than liver or lung cancer were found for
12.7%, 11.2% and 11.1%, respectively. The median number of pro-
cedure was 2 (min — 0, max = 12) while the median number of diagnosis
was 4 (min = 1, max — 13) (see Table 1).

The prediction performance of each model for all sample sizes is
shown in Table 2. The results for the original dataset show that RF and

LR model: Training
Predicted cost 12839 cases

Predicted cost 12839 cases

Lasso modetl: Testing
Predicted cost 5503 cases

rsq:7297%
00
Gosthahl

Lasso model: Training

In this study, prediction performances were compared between sta-
tistical and machine learning models. The findings revealed that RF
model type perfi ibestinall d of } 1 visit costs, foll d
by XGBoost, NN and SVR. The LR, lasso and elastic net models had
increased 2 or 4 fold by bootstrap. Ridge regression was the poorest with
all sizes of datasets.

RF had the best prediction performance among the models tested.
The results from our smdy sappost the findings by Laksh etal.
{42] who applied LR, SVR, Decision TreeandRFmpmdxcﬁng medical
costs, and found that RF had superior prediction performance. Kuo et al.
[43] also found that RF model had the greatest accuracy when

@dﬁ;ge model. Trmmng Elastic net model: Training
cled cost 12839 cases Predicted cost 12839 cases

Ridge model: Testing Elastic net model: Testing
Predicted cost 5503 cases Predicted cost 5503 cases

Fig. 1a. Scatter plots of predicted cost against actual cost in Thai Baht of linear and penalized linear models applied to the original dataset.

4
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SVR model: Training

NN model: Training
edicted cost 12839 cases
F’f__.ﬁh_7

led cost 12839 cases

SVR model: Te:

sting NN model: Testil
Predicted cost 5503 cases i

Predicted cost 5503 cases

Coshn Baht
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RF model: Training

XGBoost model: Training
Predicted cost 12839 cases

Predicted cost 12839 cases

r-5q. 87.82%

N2 1 100K
Co&tih Ba

RF model: Testing
Predicted cost 5503 cases

100K

RF model: Testing
Predicted cost 5503 cases

15K °

2.5K]

3K]

Fig. 1b. Scatter plots of predicted cost against actual cost in Thai Babt of machine learning models applied to the original dataset.

LR model Training
25678 cases

* coktn Baht

LR model: Testing

Lasso model: Testing
Predicted cost 11006 cases

Predicted cost 11006 cases

Lasso model: Training Ridge model: Training Lasso model Training
Prediced cost 25678 cases  Predicted cost

25678 cases Predi 25678 cases
A

Rldge model: Testing Elastic net model: Testing
edicled cost 11008cases  Predicled cost 11006 cases

100K}
15K

2 5K]

Fig. 2a. Scatter plots of predicted cost against actual cost in Thai Baht of linear and penalized linear models applied to doubled dataset.

predicting the medical costs d with spinal fusion in terms of
profit or loss in Taiwan DRGs. The prediction performance of RF de-
pends on the strength of the individual trees in the forest, and on the
correlation between them [39]. This is among the powerful ensemble

linear models when samplc size was expanded by factor of 2 or 4 by
bootstrap. Our findings show that linear and penalized linear models
were not affected by the size of sample, as the R? and RMSE only slightly
changed with increased sample size, whereas the expanded sample sizes

ML models that tend to avoid problems with data_ ¥
our findings are mconststentwrﬂldlermms&om some other studies
[44,45]. Seligs et al. [45] pared LR, p RF

and NN using social dexmmznmofha‘ﬁxmpredmh&ﬂth outcomes
and found that NN vastly outperformed the other three model types.
This might be due to the NN being the most flexible, allowing in-
and non-li hips between the i and
the outcome more than the other ML model types that are commonly
used with social data.
Among the ML models, SVR provided the poorest prediction per-
formance similar to linear, lasso and elastic net models for the original
dataset. It had a better prediction performance than linear and penalized

had obvious effects on SVR, RF and XGBoost giving increased R and
decreased RMSE. However, increasing the sample size did not much
affect NN. This might be because the sample size used in this study was
already large enough for NN to learn. Linear and penalized linear models
are methods whose perf e depends on variance in the data. Even
on increasing the sample size by bootstrap method, the variance in the
data did not change much. Conversely, the performance of ML models
depend on the size of sample. A larger sample size tends to give better
prediction performance of ML models as they need a large enough
sample to learn.

There are some limitations in this study. Different numbers of pre-
dictors were not considered in this study, which might also affect the
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NN model: Training
Predicted cost 25678 cases

SVR model: Training
Predicted cost 25678 cases

r-sq 8292%

Cog mﬁﬁ L

SVR model: Testing NN model: Testing
Predicted cost 11006 cases Predicted cost _ 11006 cases

100K!
15K]

25K

Predicted cost 25678 cases Predi
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RF model: Training XGBoost model Tralmng
25678 cases

100K|
15K}
25K]
3
rSq914% 2
n Ba L
RF model: Testing XGBoost model: Teslmg
Predicted cost 11006 cases Predicted cost__ 11006 cases

100K
15Kt %

25K

3K
- o r-sq: 84.82 %

Fig. 2b. Scatter plots of predicted cost against actual cost in Thai Baht of machine Jearning models applied to doubled dataset.

LR model: Training Lasso model: Training

Predicted cost 51357 cases Predicted cost 51357 cases
/]
100K

15K
2.5K]

Costin Baht
LR model: Testmg
Predicted cost

7

r-5q.73.39%
SK 15K 100K

Cost in Baht
Fig. 3a. Scatter plots of predicted cost against actual cost in Thai Baht of linear and penalized linear models applied to quadruple sized dataset.

prediction performance. Lastly, the prediction performance of ML
models also depends on their training hyperp and this was not
considered in our study. However, the hyperparameters typically have
not much effect with large sized training samples.

5. Conclusions

The prediction performance of linear and penalized linear models are
not affected by the i ing of training sample size, while ML models
are preferred for making predictions with large training sample size.

Ethical approval

Ridge model Tralmng Ehsnc net model: Training¢
Predicted edictedcost 51357 cases

rsq 73.78%

Cost in Baht

Ridge model: Testmg Elastic net model: Testing
Predicted cost Predicted cost 22011 cases
|

100K]

/
r

rsq:723% r-sq:73.38 %
3K 25K 15K 100K 15K 100K
Cost in Baht Cost in Baht
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SVR model: Training

NN model: Training
Predicted cost 51357 cases

Predicted cost 51357 cases

SVR model: Testmg
Predicted cost 2201

T
c«:stham Cost in Baht
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RF model Trammg XGBoost model: Training
51357 cases edicted cost 51357 cases

Costm Baht
XGBoost model: Testing
11cases  Predicted cost 22011 cases

Fig. 3b. Scatier plois of predicted cost against actual cost in Thai Balit of machine learning models applied to quadruple sized dataset.
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Abstract

Hospitals in Thailand routinely record details of treatments for patients entering the emergency room.
In the three southernmost provinces, many residents have suffered injuries from the terrorist insurgency
that begdn in 2004. The data contained information from 7,404 subjects who made up to five visits
(with 9,701 visits in total) during the five-year period from 2007 to 2011, We examined hospital data
for the subjects who needed ER treatment on occasions. In 2007 the Ministry of Public Health in
Thailand established a violence-related injury surveillance (VIS) database to record data on victims
from the insurgency in the Decp South of Thailand (Narathiwat, Yala, and Pattani provinces and the
four southernmost districts of Songkla province), but data on charges are incomplete. In this study,
we illustrate a method of imputing unknown or unrecorded charges for visits using length of stay and
number of diagnoses, based on a sub-sample of the patients who made visits. Factors considered are the
principal diagnosis of the type of injury (ICD-10 code group) grouped by severity of injury, the number
of diagnoses, and the length of stay. Results show that higher charges were incurred by victims suffering
abdominal and pelvic content injuries.

"The aim of the study was to analyze and compare some corresponding costs in Thailand. To do this we
investigated costs for injuries caused by gunshot and bombs to persons entering emergency rooms at
hospitals in southern Thailand.

‘The conclusions suggest that the linear regression model provides a good fit for the estimate of treatment
costs based on the coefficients.

Keywords: Medical Treatment Costs; Violence-related Injury Surveillance; Linear regression model
JEL classification: GO0

1. INTRODUCTION

The Violence-related Injury Surveillance (VIS) System for the Southern Border Provinces Area
was established in January 2007 to develop the data system that would facilitate the development of
emergency medical services, determination of strategies and plans, resource allocation, control and
prevention of injuries, healing, and recovery for those who were affected by violence in the Southern
Border Provinces area. The target group (population under surveillance) are all individuals who were
injured or deceased from intentional injury who received treatment or whose autopsy was performed at
the 48 governmental hospitals in Songkla, Satul, Pattani, Yala, and Narathiwat Provinces. Estimation
of the average total cost for treating trauma patients is often complicated by the fact that the survival
times are censored on some study subjects and their subsequent costs are unknown. This study presents
the results of analysis of the data from the surveillance system, which only includes incidents resulting
from the situation of unrest in the Southern Border Provinces. Injury deaths compared to other leading
causes of mortality. The deaths caused by injuries, have an immeasurable impact on the families and
communities affected, whose lives are often changed irrevocably by these tragedies. Injuries and violence
have been neglected from the global health agenda for many years, despite being predictable and largely
preventable. Evidence from many countries shows that dramatic successes in preventing injuries and
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violence can be achieved through concerted efforts that involve, but is not limited to, the health sector.
The international community needs to work with governments and civil society around the world to
implement these proven measures and reduce the unnecessary loss of life that occurs each day as a result
of injuries and violence. Injuries are a global public health problem about 5 million people die each year
as a result of injuries. Other main causes of death from injuries are falls, drowning, burns, poisoning, and
war (World Health Organization, 2014).
Violence related injury surveillance also has diverse effects on the economy of many developing
countries. The total cost of injuries and violence in the United States was $671 billion in 2013, according
to two Morbidity and Mortality Weekly Reports (MMWR) released today by the Centers for Disease
Control and Prevention (CDC). The cost associated with fatal injuries was $214 billion; nonfatal injuries
were $457 billion (CDC, 2015). This lost cost 1-3% of gross national product of the government for
low and middle-income countries annually. There doesn’t report on the total cost of emergency medical
service in Thailand. This amount is more than the total aid provided to low and middle income countries
for developing health systems to prevent accidents (World Health Organization, 2008). Moreover, there
is a high cost estimated benefit arising from preventing such accidents. Given the extent of this burden
* being confronted by low and middle-income countries, there is the need to prevent at the forefront of
public health initiatives (World Health Organization, 2008). This study aimed to analyze and compare
some corresponding costs in Thailand. And then to do this we investigated the cost of injuries caused by
gunshot and bombs to persons entering emergency rooms at 2 hospital in the Depth south of Thailand.

2. MATERIALS AND METHODS
2.1. Data and variables

A retrospective analysis of Violence injury surveillance in Thailand. We obtained relevant data from
the Deep South Coordination Centre (DSCC) database, Faculty of Science and Technology, Prince of
Songkla University, Pattani Campus, Thailand. Data management for systematic analysis of the violence
injury surveillance data were checked for errors and missing records. All of the missing values were
cleaned before performing data analyses. Since cost of medical treatment was not complete recorded,
we estimated the cost based on the coefficients estimated from linear regression model of VIS data. The
model has three categorical determinants comprising length of stay, number of diagnosis and diagnosis
group. The estimated violence related injury treatment costs were obtained and filled in the database.

2.2. Statistical methods

The relationship between diagnosis group, length of stay, and number of diagnosis of violence related
injuries for each determinants will be analyzed using linear regression model. The medical treatment cost
of violence related injuries will be estimated using linear regression model.

Linear regression

The linear regression can be used to explore the relationships between a dependent variable and a set
of independent variables. The general method of estimation that leads to the least squares function
under the linear regression model (when the error is normally distributed) is called maximum likelihood.
Under the assumptions of linear regression, the method of least squares yields estimators with a number
of desirable statistical properties. The specific form of the linear regression model is as equation 1.

Vi =a+zbixz'+gi @
i1

Where, is outcome (diagnosis group, length of stay, number of diagnosis),  is an intercept of y, the
value of y when equals zero, p 23---» 27€; mechanism of injuries and respectively are determinants, byb,
b.4-..,b, are coefficient of each variable, €,is the error.

In addition, the estimate medical treatment costs from linear regression model

We call y the independent or response variable (estimated cost of injuries); x ,x,,and x are the independent

variables (diagnosis group, length of stay, number of diagnosis). We call z the “true” intercept term; 4, 4,,
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and &, are called the slope or gradient of the line. It is the increase in y corresponding to an increase of
one unit in x (Bland, 2000; McNeil, 2006).

Linear regression is a statistical method widely used to model the association between a continuous
. outcome and 2 set of fixed determinants. The model expresses the outcome variable as an additive
function of the determinants. We used R software (R Development Core Team, 2011) to produce all
statistical results and graphs.

2.3. Analysis strategy

To remove skewness in the linear model we transformed the incidence rates by taking their logarithms,
after replacing zero counts by 0.5 to ensure finiteness. We fitted models with two additive factors as
determinants for statistical reasons aimed at reducing the standard errors of the estimated parameters.
"This model was chosen because it is arguably more appropriate for studying.

3. RESULTS

A total of 9,701 visits and 7,404 patients were available for the economic analysis. After adjusting for
patient demographic and characteristics included the number of conditions present on admission, and
length of stay. As the length of stay is also often right-skewed, we transformed it to log (length of stay+1)

From this regression, we then calculated a given hospital adjusted charge for the average statewide
patient for that DRG, where the adjusted charges represented standardized log charge/(day+1). This gave
us a singer adjusted charge per day for each event, representing the predicted charge for a patient with
the same average clinical and demographic and characteristics, which we then used as the dependent
variable in our second stage regression.

4. DISCUSSION

We considered 9,701 visits from 7,404 patients entering hospitals in four provinces during year 2007-
2011.We used commands in R program and structured these data as a database table indexed by each
patient’13 —digit Personal Identification Number and injury and hospital entry date/time with 20
fields as follows. Main outcomes arc the cost (in Baht) and final outcomes are status arrive in hospital
0 or 1: died. We separated patients into groups according to the number of occasions they visited a
hospital. We gained some detailed understanding of the process, we now focus on the three subjects who
made five visits using the following R commands. We viewed data for the three subjects with the most
visits. We saw that the first of the three subjects. When doing a study like this it is useful to get some
understanding of the process generating the data before embarking on further analysis, and carefully
investigate the information available from them in detail. Next step, we analyzed the costs associated
with visits from patients entering the emergency room in southern Thai hospitals for treatment of
terrorism- related injuries. Since many of these charges do not appear in the database, we will develop a
method for imputing these missing these missing outcomes, and illustrate this method using a relatively
small sample of patients with three or four visits. We fitted model to chiarge using number of diagnosis
and length of stay for predicting charges Charge unknown Charges have skewed distributions so need
to be transformed to satisfy the normality assumption in linear models, then transformed back to get
fund total. There subjects had 881 visits, their lengths of stay (LS) ranged from 0 to 215 days. But there
are 171 missing values for length of stay. We created the grouped length of stay varies LS1 to have 8
levels, after imputing missing values to be the median (0). and then we created grouped variable number
dignosis1 to have 5 levels by combining last three levels. The charge unknown 253 visits and their charge
unreported code as -1. This data have charge having a highly skewed distribution. And then we created
un-skewed variable chargel after replacing missing values by NA and transforming using logarithms.
We separated data according to charges reported or omitted. And then we fit 2 linear model to charges
reported charges. This model accounts for 50 percentage of squared variation. The normality assumption
for the errors is plausible. Use model regression coefficients to impute values of chargel for cases with
unreported charge. We merged the data tables with the reporters and imputed charges. Transform to
baht. We could compare the total charges for the reported and the reported plus imputed amounts.
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‘The estimated total charge for the 881 visits by the 284 patients who had 3 or 4 visit was 13.7 million
bath. Or the average 48,289 baht per visits. Our estimate of the medical cost of each violence fatality in
Thailand in 2001-2011 was 26,126,325 Baht but the government paid true cost being 50,967,541baht.
We calculated the number and cost of injuries by violence related injuries using the method in Thailand,
between 2007 and 2011.
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Figure 1. Box Plot Graph Show Medical Cost Among 9701 Visits (P =.005). Reported Hospital Charges from Each
Visit and 75th Percentiles, with the Line Through the Box Representing the Median. The Whiskers on the Box are
Equal to the 150% of the Interquartile Range Centered at the Mean
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Figure2.A B‘;xPlot Graph Comparing Medical Cost Among 9701 Visits (P =.005). Reported Hospital Charges from
Each the Number of Diagnosis. The Box is Defined by the 25th and 75th Percentiles, With the Line Through the Box
R ingtheMedian. TheWhisk theBoxareEqualtothe150%oftheInterquartileRange CenteredattheMean
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Figure 3. Box Plot Graph Comparing Mean Costs of Medical Cost Among 9701 Visits (P = .005). Reported
Hospital Charges From Each the Length of Stays Were Converted to Costs by Applying Medicare Cost-to-charge
Ratios. The Box is Defined by the 25th and 75th Percentiles, With the Line Through the Box Representing the
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Figure 4. Box Plot Graph Comparing Mean Costs of Medical Cost Among 9701 Visits (P = .005). Reported
Hospital Charges From Each the Number of Diagnosis were Converted to Costs by Applying Medicare Cost-to-
charge Ratios. The Box is Defined by the 25th and 75th Percentiles, With the Line Through the Box Representing

the Median. The Whiskers on the Box are Equal to the 150% of the Interq rtile Range C d at the Mean
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Figure 5. Box Plot Graph Comparing Mean the Length of Stay 14 Days (P = .005). Reported Hospital Charges
From Each Diagnosis Group Were Converted to Costs by Applying Medicare Cost-to-charge Ratios. The Boxis
Defined by the 25th and 75th Percentiles, With the Line Through the Box Representing the Median. The Whiskers
on the Box are Equal to the 150% of the Interquartile Range C d at the Mean
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Figure 6. Box Plot Graph Comparing Mean Costs of Medical Cost Among 9701 Visits (P = .005). Reported
Hospital Charges From Each Institution Were Converted to Costs by Applying Medicare Cost-to-charge Ratios.
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Figure 7. Box Plot Graph Comparing Mean Costs of Trauma Care Among 7404 Patients ( P =.005). Reported
Hospital Charges From Each Institution Were Converted to Costs by Applying Medicare Cost-to-charge Ratios.
‘The Boxis Defined by the 25th And 75th Percentiles, With the Line Through the Box Rep ting the Medi
‘The Whiskers on the Box are Equal to the 150% of the Interquartile Range C d at the Mean
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Figure 8. A Scatter Plot Showing the Data of Hospital Charge in Violence Injury Surveillance Compare the
Theoretical Data.
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5. CONCLUSIONS

Much of appeliez statistics may be viewed as an elaboration of the linear regression model and associated
estimation methods of least-squares. In beginning to describe these techniques Mosteller and Tukey
(1977) in their inuential text remark: What the regression curve does is give a grand summary for the
averages of the distributions corresponding to the set of x’s. We could go further and compute several
different regression curves corresponding to the various percentage points of the distributions and thus
get a more complete picture of the set. Ordinarily, this is not done, and so regression often gives a rather
incomplete picture. Just as the mean gives an incomplete picture of a single distribution, so the regression
curve gives a correspondingly incomplete picture for a set of distributionsQuantile regression methods
useful to describe associations between grouped length of stay variable and hospital charge.And then it
can describe associations between grouped number of diagnoses variable and hospital charge in Thailand.
To do this we investigated costs for injuries caused by gunshot and bombs to persons entering emergency
rooms at hospitals in southern Thailand. We suggested that the linear regression model provides a good
fit for the estimate of treatment costs based on the coefficients.
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