
i 

 

Statistical and Machine Learning Models for Predicting of Hospital 

Cost on Diagnosis Related Groups (DRGs) in Chronic Disease  

in Southern Thailand  

 

 

 

 

 

 

 

Wichayaporn Thongpeth 

 

 

 

 

 

 

 

A Thesis Submitted in Fulfillment of the Requirements for the  

Degree of Doctor of Philosophy in Research Methodology  

Prince of Songkla University 

2022 

Copyright of Prince of Songkla University 



ii 

Thesis Title Statistical and Machine Learning Models for Predicting of Hospital 

Cost on Diagnosis Related Groups (DRGs) in Chronic Disease in 

Southern Thailand    

Author Mrs. Wichayaporn Thongpeth 

Major Program Research Methodology  

 _____________________________________________________________________ 

 

Major Advisor: 
 

........... …………………….....…. 

(Emeritus Prof. Dr. Don McNeil ) 

Examining Committee: 
 

……….........……………….Chairperson 

(Assoc. Prof. Dr. Chetta Ngamjarus )                                               

 

 

Co-advisors: 

 

 

..........……………………………............ 

(Emeritus Prof. Dr. Don McNeil ) 

 

..........……………………..…… 

(Assoc. Prof. Dr. Apiradee Lim ) 

 

..........……………………………............ 

(Assoc. Prof. Dr. Apiradee Lim ) 

 

 
                   

..........…………… ………………............ 

(Asst. Prof. Dr. Phattrawan Tongkumchum )  

  

..........……………………………............ 

(Asst. Prof. Dr. Salang Musikasuwan ) 

 

..........……………………………............ 

(Dr. Arinda Ma-a-lee) 

 

The Graduate School, Prince of Songkla University, has approved this 

thesis as fulfillment of the requirements for the Doctor of Philosophy Degree in 

Research Methodology. 

 

 

 

 

  

.........……………………………..... 

(Prof. Dr. Damrongsak Faroongsarng) 

Dean of Graduate School 



iii 

This is to certify that the work here submitted is the result of the candidate’s own 

investigations. Due acknowledgement has been made of any assistance received. 

 

 

 

 

..........................................Signature 

(Emeritus Prof. Dr. Don McNeil) 
                                                           Major Advisor 

 

 

 

..........................................Signature 

(Mrs. Wichayaporn Thongpeth) 
                                                                         Candidate 

 

  



iv 

I hereby certify that this work has not been accepted in substance for any degree, and 

is not being currently submitted in candidature for any degree. 

 

 

 

 

...........................................Signature 

(Mrs. Wichayaporn Thongpeth) 
Candidate 

  



v 

ชื่อวิทยานิพนธ์ ตัวแบบทางสถิติและการเรียนรู้ด้วยเครื่องสำหรับทำนายต้นทุนค่า
รักษาพยาบาลตามระบบกลุ่มวินิจฉัยโรคร่วมในโรคเรื้อรังในภาคใต้ของ
ประเทศไทย 

ผู้เขียน   นางวิชยาพร ทองเพชร 
สาขาวิชา   วิธีวิทยาการวิจัย 
ปีการศึกษา   2564                     

บทคัดย่อ 

 วิทยานิพนธ์นี้เป็นการประยุกต์ใช้วิธีการทางสถิติในการสร้างตัวแบบทางสถิติสำหรับ
ทำนายต้นทุนค่ารักษาพยาบาลตามระบบกลุมวินิจฉัยโรครวม (DRGs) ของโรคเรื้อรังในประเทศไทย 
และเปรียบเทียบประสิทธิภาพในการทำนายต้นทุนค่ารักษาพยาบาลตามระบบกลุมวินิจฉัยโรครวม 
(DRGs) ของโรคเรื้อรังระหว่างตัวแบบทางสถิติและตัวแบบการเรียนรู้ด้วยเครื่อง โดยแบ่งการศึกษา
ออกเป็นสองส่วน ดังนี้ 
 ส่วนที่หนึ่งของการศึกษามีวัตถุประสงค์เพื่อศึกษาความสัมพันธ์ของปัจจัยที่มีผลต่อ
ต้นทุนโรงพยาบาลตามระบบกลุ่มวินิจฉัยโรครวม (DRGs) ของโรคเรื้อรังและสร้างตัวแบบในการ
ทำนายต้นทุนค่ารักษาพยาบาลตามระบบกลุ่มวินิจฉัยโรครวมโดยใช้ข้อมูลจากฐานข้อมูลผู้ป่วยในของ
โรงพยาบาลสุราษฎร์ธานีที่ใช้ในการเบิกจ่ายกับหลักประกันสุขภาพแห่งชาติ จำนวนที่เข้ารับการรักษา
รวมทั้งสิ้น 18,342 ครั้ง ตัวแปรที่ใช้ในการทำนายต้นทุนค่ารักษาพยาบาลตามระบบกลุ่มวินิจฉัยโรค  
รวม คือ อายุ เพศ การวินิจฉัยโรคหลัก จำนวนการวินิจฉัยโรคแทรกซอน จำนวนหัตถการและการ
รักษา สถานภาพการจําหนายผูปวย จำนวนวันนอนในโรงพยาบาล ค่าใช้จ่ายในการรักษา ทำการ
วิเคราะห์ความสัมพันธ์ระหว่างปัจจัยทำนายและตัวแปรตามด้วยตัวแบบการถดถอยเชิงเส้น  
 ผลการศึกษาพบว่าป ัจจัยที ่ม ีผลต่อต้นทุนค่าร ักษาพยาบาลตามระบบกลุ่ม
วินิจฉัยโรครวม มีความสัมพันธ์กับต้นทุนโรงพยาบาลในระบบกลุ่มวินิจฉัยโรคร่วมในโรคเรื้อรัง โดยมี
ค่า r2 เท่ากับ 0.73 และปัจจัยที่มีความสัมพันธ์กับต้นทุนค่ารักษาพยาบาลตามระบบกลุ่มวินิจฉัยโรค 
รวมในระดับที ่ส ูง คือ จำนวนการทำหัตถการและการรักษา (r2=0.54) และจำนวนวันนอนใน
โรงพยาบาล (r2 = 0.43) โดยสรุป ปัจจัยหลักที่กำหนดค่ารักษาพยาบาลตามกลุ่มวินิจฉัยโรคร่วมใน
โรคเรื้อรัง คือ จำนวนการทำหัตถการและการรักษา และจำนวนวันนอนในโรงพยาบาล  
 ส่วนที ่สองของการศึกษานี ้ มีวัตถุประสงค์เพื ่อเปรียบเทียบประสิทธิภาพของ
แบบจำลองในทำนายต้นทุนค่ารักษาพยาบาลตามระบบกลุ่มวินิจฉัยโรครวมด้วยตัวแบบทางสถิติแบบ
เชิงเส้น (Linear Regression: LR) วิธีการถดถอยเชิงเส้นที่ปรับด้วยฟังก์ชันการลงโทษ (Penalized 
Linear Regression) ประกอบด้วย การถดถอยเชิงเส้นด้วยวิธีริดจ์ (Ridge Regression) การถดถอย
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เชิงเส้นด้วยวิธีแลซโซ (Lasso Regression) วิธีการถดถอยอิลาสติคเน็ต (Elastic Net Regression) 
และตัวแบบการเรียนรู้ด้วยเครื ่อง (Machine Learning: ML) ประกอบด้วยการเทคนิคซัพพอร์ต
เวกเตอร ์ร ี เกรสช ัน  (Support Vector Regression: SVR)  โครงข ่ายประสาทเท ียม (Neural  
Network: NN) และป่าส ุ ่ม (Random Forest: RF) และ เอ ็กซ ์ทร ีมกาเด ียนบูทต ิ ้ง (Extreme 
Gradient Boosting: XGBoost) ทำการแบ่งกลุ่มข้อมูลเป็นชุดข้อมูลเรียนรู้ และชุดข้อมูลทดสอบ ใน
สัดส่วน 70:30 และเพิ ่มขนาดข้อมูลโดยวิธ ีบูตสแตรป (bootstrap) 2 เท่าและ 4 เท่า และวัด
ประสิทธิภาพการทำนายของแบบจำลองทั้งหมดด้วยค่าความคลาดเคลื่อนกำลังสองเฉลี่ย (Root 
mean square error: RMSE) และสัมประสิทธิ์การกําหนด (Coefficient of determination: r2) 
 ผลการศึกษาพบว่าการวิเคราะห์แบบวิธีป่าสุ่มให้ประสิทธิภาพของการทำนายดีที่สุด 
ทั้งในข้อมูลที่ไม่ได้เพ่ิมและเพ่ิมขนาดตัวอย่าง โดยประสิทธิภาพการทำนายดีขึ้นเมื่อข้อมูลมีขนาดใหญ่
ขึ้น ในขณะที่แบบจำลองทางสถิติ วิธีการถดถอยเชิงเส้นที่ปรับด้วยฟังก์ชันการลงโทษและเทคนิค   
ซัพพอร์ตเวกเตอร์รีเกรสชันให้ประสิทธิภาพการทำนายใกล้เคียงกันสำหรับข้อมูลที่ไม่ได้มีการเพ่ิม
ขนาดตัวอย่าง  
 โดยสรุปการถดถอยเชิงเส้นและการถดถอยเชิงเส้นที่ปรับด้วยฟังก์ชันการลงโทษ มี
ประสิทธิภาพในการทำนายใกล้เคียงกันและไม่เปลี่ยนแปลงสำหรับข้อมูลทั้งที่เพิ่มและไม่เพิ่มขนาด
ส่วนแบบจำลองการเรียนรู้ด้วยเครื่องมีประสิทธิภาพดีขึ้นเมื่อขนาดข้อมูลใหญ่ขึ้น 
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Academic Year 2021 

ABSTRACT 

This dissertation applied statistical methods for predicting hospital cost 

on Diagnosis Related Groups (DRGs) for chronic disease in Southern Thailand. This 

study consists of two parts.  

The first part of this dissertation aimed to analyze the determinants of 

costs for chronic disease patient visits in a major public hospital based on hospital claim 

data from Suratthani hospital in 2016. There was a total of 18,342 records of hospital 

visit costs. The determinant for predicting hospital cost included age and gender, 

principal and up to 12 diagnoses, up to 12 number of procedures, length of stays and 

discharge status. Linear regression was used to analyze associations between 

determinants and outcome. This study shows that the hospital cost determinants for 

chronic disease patients were the number of procedures (r2=0.54) and length of hospital 

stay (r2 = 0.43) with r2 of 0.73. In conclusion, the main factors effected hospital costs 

for chronic disease are the number of procedures and length of hospital stay. 

The objective of the second part of this dissertation was to compare 

linear regression, penalized linear: including lasso ridge and elastic net and machine 

learning models: including support vector regression (SVR), neural network (NN) 
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random forest (RF), and Extreme Gradient Boosting (XGBoost) prediction 

performance of hospital visit cost from chronic disease in Thailand. The original data 

was divided into a training and testing set with 70:30 ratios and a double-sized dataset 

produced by the bootstrap technique. All models' predictive performance was measured 

with root mean square error (RMSE) and the Coefficient of determination (r2). 

The results revealed that the RF model had the best predictive 

performance of hospital visit cost for all dataset sizes in training and testing datasets 

with the lowest prediction errors. In contrast, linear regression had the most inadequate 

prediction performance and the highest prediction errors. RF, XGBoost, NN, and SVR 

models had better prediction performance for larger samples except for the linear 

regression model and penalized linear. 

In conclusion, linear regression and penalized linear models had similar 

prediction performance for all sample sizes, whereas machine learning had better 

performance when the sample size increased. 
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CHAPTER 1 

INTRODUCTION 

1.1 Overview of the thesis 

This PhD dissertation focuses on using statistical methods to create an appropriate 

model for predicting hospital cost on Diagnosis Related Groups (DRGs) in chronic 

disease in Southern Thailand and comparing statistical models with machine learning 

algorithms to predict hospital cost. The Thailand National Health Security Office 

(NHSO) collects data on all hospital visits by patients with chronic illnesses, including 

age, gender, discharge status, primary and 12 secondary diagnoses, up to 12 treatment 

procedures, and total visit expenses. All subjects involved in this study contained data 

from 2016 on chronic patients of DRGs, and data were obtained from a Suratthani 

hospital. This thesis is divided into four chapters: 

Chapter 1 is a thesis introduction that includes a rationale, objectives, scope of the 

study and literature review.  

Chapter 2 describes the methodology, including study design, data sources, data 

management, statistical analysis, and conceptual framework. 

Chapter 3 illustrates and reports on statistical methods for determining hospital costs 

of DRGs in chronic disease in Thailand. 

Chapter 4 discusses the results and statistical analysis methods used and applications 

evident from this study.  
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1.2 Introduction 

Providing healthcare services is an essential part of the global economy. According to 

the World Bank, global health expenditures accounted for 10% of the global gross 

domestic product in 2016 (WHO, 2019). It is critical to understand how production 

levels and other variables affect hospital costs. Cost analysis enables department heads, 

hospital administrators, and policymakers to assess their institutions' ability to meet 

these public needs (Chilingerian et al., 2008). Apart from that, the administrators will 

utilize those limited resources efficiently and effectively. The accuracy of the cost 

information is essential to correct decision-making (Mihailovic et al., 2016). 

Government hospitals in developing and developed countries should be managed for 

the greater benefit of the community. Higher hospital cost relates to higher utilization 

of hospital resources and the severity of diseases (Pritchard et al., 2016; Yang et al., 

2018). 

The DRGs are a classification system for patients that generally cover all inpatient stay 

costs from admission to discharge. Hospitals in most developed countries have been 

using DRGs as a tool for assessing reimbursement for over 30 years (Schreyögg et al., 

2006; Chilingerian, 2008; Scheller-Kreinsen et al., 2009; Mihailovic et al., 2016; 

Briestensky et al., 2021). 

Mathauer and Wittenbecher (2013) advised that the methods to estimate hospital costs 

in low- and middle-income nations with limited resources may differ. However, the 

significant variables were influencing hospital prices in wealthy countries. DRGs are 

used to determine hospital reimbursement for acute inpatient care and chronic inpatient 

treatment. According to Ding et al. (2017), chronic diseases cost on average three times 
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as much as acute diseases for inpatients. The prevalence of chronic illnesses is growing, 

resulting in a significant increase in health care expenditures. It demonstrates the critical 

nature of disease prediction, which is essential for both government and insurance 

corporations when developing health care budgets and insurance programs (Sav et al., 

2015; Bernell and Howard., 2016; Pritchard et al., 2016; Lin et al., 2018; Toxvaerd et 

al., 2019; Holman, 2020).  

Health care expenses are increasing in Thailand, with one of the key reasons being the 

frequency of chronic diseases. The NHSO is the major purchaser of health care in the 

nation through the tax-financed Universal Coverage Scheme (UCS), which distributes 

pooled monies to health providers. Many hospitals face financial difficulties because 

they incur higher medical care costs than they receive from the NHSO. Even though 

the NHSO has been using DRGs for more than a decade, several issues remain 

unresolved (Pongpirul et al., 2011; Sakunphanit, 2015). This study aimed to determine 

factors used in the DRGs system related to hospital costs and compare statistical with 

machine learning models for predicting hospital costs. Typically, data on health care 

costs are positively skewed. Machine learning (ML) has made significant strides over 

the last three decades, and these models have recently been applied to a variety of 

healthcare datasets. Only a few comparisons of the prediction performance of linear 

regression (LR) and ML models on highly positively skewed data, such as health care 

costs, have been conducted in Thailand using different training sample sizes. However, 

studies that compare the predictive performance of LR and ML models with varying 

sample sizes for substantially favorably skewed data such as healthcare expenses are 

limited (Sushmita et al., 2015; Panay et al., 2019; Kan et al., 2019; Hanafy and 
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Mahmoud, 2021). Therefore, this study aimed to apply the statistical model for 

predicting hospital cost and compare the performance of the statistical models and 

machine learning models. 

1.3 Objectives 

1. To apply the statistical models to predict hospital costs from chronic disease 

patient visits in Southern Thailand  

2. To compare the predictive performance of standard LR, penalized LR including 

lasso, ridge, and elastic net, and four types of ML models, namely support vector 

regression (SVR), neural network (NN), random forest (RF) and Extreme 

Gradient Boosting (XGBoost) models 

1.4 Scope of the study 

This study analyzed secondary data from the Surat Thani tertiary hospital database in 

southern Thailand, which included claims for health care costs per capita from the 

Thailand National Health Security Office. The natural logarithm of hospital costs was 

taken to reduce skewness by adding 1 to avoid zero cost. The predictors of hospital cost 

included patient's age, gender, treatment outcome, number of diagnoses and secondary 

diagnoses ranging from 0 to 12, number of procedures ranging from 0 to 12. The 

prediction performance standard LR and penalized LR and ML models were compared. 

We employed the root mean square error (RMSE) and coefficient of determination (r2) 

to determine the optimal model. 
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1.5 Literature Review  

Several publications relevant to this study were reviewed, including the statistical 

methods used and their findings. In addition, DRGs, chronic disease, and the statistical 

techniques used for these studies have been reviewed. 

1.5.1 The Diagnosis-Related Groups (DRGs) 

The definition and background of DRGs 

In most nations, health care expenses are governed mainly by the 1983-instituted DRGs 

system (Mihailovic et al., 2016). DRGs are a classification system for patients based 

on standardized prospective payments to hospitals that typically cover all costs 

associated with an inpatient stay from admission to discharge. Patients’ primary and 

secondary diagnosis, surgical procedures, comorbidities and complications, age, 

gender, and treatment outcome determine their DRGs classification (Scheller-Kreinsen 

et al., 2009). The DRGs system is used to control costs, improve the efficiency, 

transparency, and equity of health financing, and assist hospitals in their administration 

(Busse et al., 2011). Over the last 30 years, hospitals in most industrialized nations have 

used DRGs to determine payment. Under this arrangement, the paying party of medical 

insurance does not pay for inpatients’ actual expenses but is based on DRGs (Scheller-

Kreinsen et al., 2013; Choi et al., 2019). Individual patient utilization of hospital 

outputs is dependent on both the patient's condition and the treatment procedures used. 

DRGs and hospital costs are frequently used parameters to indicate utilization of health 

resources, health care costs, and disease severity (Lee et al., 2004; Gartner et al., 2015; 

Liu et al., 2018).  
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Cashin et al. (2005) argued that the approaches for estimating hospital costs in low- and 

middle-income resource-poor countries are distinct, even though the primary 

determinants affecting hospital costs are the same as in developed countries. Thus, it is 

necessary to evaluate DRGs-based payments in these nations to improve health care 

efficiency, equality, and quality (Kankeu et al., 2013). DRGs were first used to 

determine hospital payment for acute inpatient treatment and determine costs for 

chronic inpatient care globally (Hendriks et al., 2014; Chapel et al., 2017). Yuan et al. 

(2019) investigated the impact of the DRGs payment reform on the global budget in 

Zhongshan, China. They suggested DRGs positively affected Acute Myocardial 

Infraction (AMI) patients’ cost containment, but the effects on resource utilization were 

negative.  

Thailand's NHSO is the primary purchaser of health care nationwide, covering 76.0 per 

cent of the population via a tax-financed UCS that distributes pooled money to health 

providers (Tangcharoensathien et al., 2018). The NHSO has been using the DRGs 

system for over a decade, although many problems remain unresolved. Additionally, 

many hospitals are presently experiencing financial difficulties since their medical care 

expenses exceed the compensation received from the NHSO. One potential explanation 

for Thailand's numerous financial problems is that the existing DRGs do not accurately 

reflect the actual cost of medical treatment. Identifying the significant factors affecting 

hospital costs assists policymakers inequitable allocation and efficient reimbursement 

of funds to health providers. However, no such study of costs has been conducted 

recently, and thus the system lacks sufficient data for informed analysis of the current 
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situation. As a result, this research sought to determine the factors influencing the cost 

of visits to a large public hospital by patients with chronic illnesses.  

1.5.2 Chronic disease  

Globally, health care costs continue to rise. One of the primary contributors to the rise 

in chronic illness is because it is more severe and frequently incurable through 

vaccinations or other medicines (Dans et al., 2011). In the United States (US), chronic 

diseases affect approximately half of the population. In Europe, the rising number of 

chronic illnesses accounts for 75% of total healthcare expenditures, respectively (Kerr 

et al., 2007). The top 5% of patients are responsible for half of all health care spending, 

while the top 1% of spenders are responsible for almost 27% of costs (Glynn et al., 

2011; Toxvaerd et al., 2019; Holman, 2020).  

Chronic diseases could cost up to 7% of the gross domestic product of any country due 

to the detrimental effects on economic activity and the increased expenditure on public 

health and social welfare. By 2030, it is predicted that these diseases will cost China 

$7.7 trillion, Japan $3.5 trillion, and South Korea $1 trillion (Miranda et al., 2008; 

Thorpe and Philyaw, 2012; Pritchard et al., 2016; Bloom, 2017; Lin et al., 2018). 

Cardiovascular illnesses, cancer, chronic respiratory diseases, and diabetes are the top 

four chronic diseases that cause the most fatalities worldwide, particularly in low- and 

middle-income nations (WHO, 2019). Patients with chronic conditions face health and 

physical limitations and the financial burden of disease care. Chronic disease 

complications, such as diabetes, are expensive and rarely treatable (Collins et al., 2009; 

Kankeu et al., 2013; WHO, 2019). Chronic illnesses are the most significant cause of 
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mortality globally; however, they can be partly prevented by interventions (Glasgow et 

al., 2001; Meetoo, 2008). The need for models capable of predicting healthcare 

expenses is critical (Hansen, 2016). High-cost patients are the most expensive patients 

globally, and high levels of chronic illness mainly explain their high utilization, a study 

has found. Preventable spending on health should be maximally 10% of annual income, 

according to Wammes et al. (2018). 

Bredenkamp et al. (2020) discovered that DRGs payments are frequently used for 

daycare and surgery services. Exclusions may include costly medications, sophisticated 

therapies, transplants, emergency care, psychiatry, rehabilitation, long-term nursing 

care, tuberculosis, and HIV/AIDS cases. Wu et al. (2020) examined the composition 

and factors of inpatient hospital costs for colorectal surgery. They conducted a study in 

Beijing on the usage of DRGs. They discovered that age, gender, length of stay (LOS), 

diagnosis, treatment, and clinical procedures significantly impacted the inpatient cost 

of colon cancer patients in China. 

1.5.3 Determinants of hospital cost from DRGs system  

Hospital cost generally means the financial liabilities hospitals incur by providing care 

to patients. Usually, the determinants of hospital costs are identified from the factors 

used in the DRGs system (Malehi et al., 2015). Age, gender, principal diagnosis, 

secondary diagnosis, a surgical procedure performed, comorbidities and complications, 

and discharge status are used to assess patients in the DRGs system in order to 

determine hospital costs (Hansen, 2016; Bramkamp et al., 2007; Wu et al., 2020). 

Several studies evaluated the appropriate use of these factors to determine the hospital 

cost (Evans et al., 1995; Silber et al., 1999; Penberthy et al.,1999; Warren et al., 2008; 
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Chaikledkaew et al., 2008; Hansen et al., 2016; Bramkamp et al., 2007; Liu et al., 2018; 

Wu et al., 2020). 

Chaikledkaew et al. (2008) investigated the factors influencing healthcare expenses and 

hospitalizations in diabetes patients treated in Thai public hospitals. They discovered 

that increasing healthcare costs were significantly associated with patients' gender and 

age. Increases in all significant hospital costs for chronic diseases were associated with 

increasing age. The rising medical expenditures among older patients are more likely 

to have comorbidities requiring particular medication and more prolonged treatment 

(Peltola and Quentin, 2013; Angstman et al., 2016; Wu et al., 2020; Xu et al., 2020). 

Several studies concluded that male patients had higher hospital costs (Krop et al., 

1998; Aljunid and Jadoo, 2008). 

In contrast, Owens (2008) studied gender differences in health care expenditures, 

resource utilization, and quality of care and revealed that women had substantially 

higher medical care costs than men. The difference in hospital cost is probably due to 

the type of disease. Female patients, especially 45–64 years of age, can absorb more 

hospital resources. They have gender-specific conditions, for instance, menopausal 

symptoms and prenatal conditions. Wu et al. (2020) examined the factors influencing 

hospital costs for colorectal cancer patients at a Beijing hospital. They discovered that 

male patients had lower inpatient expenditures than female patients and that age had a 

beneficial effect on inpatient costs. 

Apart from patients' demographic factors, LOS and clinical factors play an essential 

role in determining hospital costs among chronic patients. The LOS has been identified 

as the primary predictor of hospital costs (Philbin et al., 2001; Wu et al., 2020). The 
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more extended LOS higher hospital costs were reported by several studies (Evans et 

al., 1995; Krop et al., 1998; Philbin et al., 2001; Slabaugh et al., 2015; Nelson-Williams 

et al., 2016; Bramkamp et al., 2007; Aljunid and Jadoo, 2018; Kuo et al., 2018; Liu et 

al., 2018; Wu et al., 2020). This is due to the resources used in the hospital when the 

patients spend a longer time. The longer a patient is in a hospital, the more hospital 

resources are spent. Indeed, prior research has revealed hospital strategies for 

accelerating or shortening patient LOS, legally or illegally, to contain inpatient 

expenditures, particularly under a DRGs payment system (Perelman and Closon, 2007; 

Hamada et al., 2012).  

Kuo et al. (2018) investigated models used to predict medical costs associated with 

spinal fusion surgery in Taiwan and discovered that LOS plays a role in determining 

medical expenditures. Nelson-Williams et al. (2016) examined the factors that 

contribute to hospitalisation costs for patients undergoing hepatopancreatic biliary 

surgery. The research indicated that more significant hospital costs mainly were 

associated with a longer LOS. Wu et al. (2020) used a decision tree model to assess the 

effect of LOS and other variables on colorectal cancer inpatient medical expenses. Their 

study established that the LOS and patient characteristics are significant predictors of 

medical expenditures. 

The studies conducted in the United States and Taiwan reported that the comorbidities 

among diabetic patients were significantly associated with direct medical expenditures 

(Krop et al., 1998; Guo et al., 1998; Krop et al., 1999; Bhattacharyya and Else., 1999; 

Brown et al., 1999). Kim et al. (2004) evaluated trends in hospital utilization and 

expenses for HIV/AIDS patients in South Carolina from 1994 to 1996. When 
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HIV/AIDS is the primary admitting diagnosis, hospitalization expenditures are greater. 

Increased sickness severity (number of diagnoses) results in increased overall hospital 

charges and days. Increases in high hospital costs for chronic diseases were associated 

with increasing comorbidity and complication (Gordon et al., 2012; Aljunid and Jadoo, 

2017). 

Treatment procedures were one of the most significant factors on hospital cost among 

chronic disease patients. The higher number of procedures causes higher medical costs, 

as reported by Silber et al. (1999), Philbin et al. (2001), Warren (2008), Benoit and 

Cohen (2001) and Wu et al. (2020). Aljunid and Jadoo (2017) investigated factors 

affecting healthcare costs and hospitalizations in Malaysian public hospitals' total 

inpatient pharmacy. They discovered that specific surgical treatments and serious 

complications cost more than a medical case. Wu et al. (2020) demonstrated that 

differences in therapy and LOS were significant determinants of inpatient medical 

spending in patients with colorectal cancer. 

1.5.4 Hospital cost prediction performance from different models 

The most common statistical model used for predicting hospital costs is the linear 

regression model. However, hospital costs are usually skewed positively (Dodd et al., 

2006; Gertman and Lowenstein, 1984). Therefore, the cost transformation before 

performing modelling analysis is needed (Ai and Norton, 2000; Duan et al., 1983; 

Manning and Mullahy, 2001; Veazie et al., 2003; Gregori et al., 2011; Franzco et al., 

2014). Currently, ML is gaining popularity because of better predictive performance 

with a larger sample size (Gilleskie and Mroz, 2004; Conigliani and Tancredi, 2009; 

Basu et al., 2006; Hill and Miller, 2009; Mihaylova et al., 2011; Dureh and 
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Tongkumchum, 2019; Lim et al., 2020). The volume of data from several hospitals is 

increasing and is considered big data. Therefore, ML has become an alternative method 

to predict hospital costs. Comparing the prediction performance between the traditional 

statistical model and ML had been performed by many studies (Kulkarni et al., 2020; 

Austin et al., 2003; Bertsimas et al., 2008; Ding et al., 2017; Kuo et al., 2018; Seligman 

et al., 2018; Kan et al., 2019; Patil et al., 2020). Traditional statistical models require 

assumptions, whereas ML models do not require assumptions, and the relationship 

between outcome and determinants need not be linear (Boulesteix and Schmid, 2014; 

Bzdok et al., 2018; Kourou et al., 2015). Furthermore, these ML models perform better 

when applied to a larger dataset (Povak et al., 2014; Dureh and Tongkumchum, 2019; 

Sweety et al., 2019; Lim et al., 2020; Rajula et al., 2020). However, ML models may 

have the problem of overfitting.  

Models such as Poisson regression, negative binomial, proportional hazards and gamma 

regression have been applied to predict medical cost and surgical treatment. Based on 

various model assessments, these models accurately predicted the cost of treatment 

under varying assumptions (Austin et al., 2003). Apart from traditional statistical 

models, the number of studies using ML is increasing with the advancement of 

technology in keeping large datasets. For example, Kulkarni et al. (2020) used various 

ML algorithms to predict inpatient hospital charges. The ML algorithms included RF, 

stochastic gradient descent (SGD) regression, K-closest neighbour regressor, XGBoost 

regressor and gradient boosting regressor. Findings from this study indicated a 

significant positive correlation between hospital LOS and total cost. Among these 

algorithms, the RF achieved the highest predictive accuracy with an r2 of 0.7753 



13 

Lee et al. (2004) have used ANN and classification and regression tree (CART) to 

predict hospital charges of colorectal cancer treatment. Based on their results, ANN 

models showed better accuracy in the linear correlation coefficient. Muremyi et al. 

(2019) predicted the out-of-pocket medical expenditures in Rwanda using four ML 

approaches: RF, decision tree (DT), gradient boosting machine (GBM), and regression 

tree models. They found that GBM has prediction efficiency and accuracy higher than 

other ML algorithms with r2 0.853 and adjusted r2 0.853. Sushmita et al. (2015) used 

regression trees, M5 model tree and random forest to predict healthcare costs of 

individual patients. M5 model accurately predicted costs within less than $125 for 75% 

of the population compared to prior techniques. Sushmita et al. (2016) employed ML 

algorithms to predict 30-day risk and expense based on admission data from a large 

hospital chain in the Northwestern U.S. They analyzed LOS, admission acuity level 

(A), comorbid conditions (C), and utilization of emergency departments (E) using LR 

and RF regression. The results indicated that RF had better prediction performance in 

a larger sample size.  

Duncan et al. (2016) compared generalized linear models (GLMs), multivariate 

adaptive regression splines, RF, DT and boosted trees. Despite the short sample size 

and non-normal distribution, performance analysis revealed that advanced supervised 

ML outperform traditional regression models. Findings from research conducted by 

Yang et al. (2018) indicated that recurrent neural networks perform better at predicting 

the medical expenditure of high-cost, high-need patients and LR, Lasso and GBM. Kuo 

et al. (2018) discovered that the RF model was the most accurate in predicting the 

medical expenditures related to spinal fusion in Taiwan DRGs in terms of profit or loss. 
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Lakshmanarao et al. (2020) proposed a machine learning model for predicting medical 

costs. They observed that age, body mass index (BMI) are features that decide the 

dependent variable. Out of all experiments, RF has given better results than other 

methods.  

From several previous studies, using ML overcame traditional statistical models in the 

larger sample size. However, the conclusion of the best model for prediction 

performance among ML models is sparse. 
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CHAPTER 2 

METHODOLOGY 

This chapter describes the overall research methodology used to predict hospital costs 

for DRGs in Southern Thailand. The data sources, management processes, and analysis 

are described in detail. Following that, the study population, sample, variables, and 

statistical analysis are described in two distinct sections (analyze the determinants and 

compare LR, penalized LR and ML models prediction performance of hospital costs 

for chronic-disease patient visits). 

2.1 Study design 

A retrospective data analysis was performed to predict hospital costs on DRGs in 

chronic disease in Southern Thailand. 

2.2 Data sources 

The Thailand NHSO collected data on all hospital visits by patients with chronic 

diseases, including admission and discharge dates, age, gender, discharge status, 

primary and 12 secondary diagnoses, up to 12 treatment procedures, and total visit 

costs. The study analyzed 18,506 hospital visits to Surat Thani regional hospital in 2016 

by patients with chronic illnesses. 
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Figure 2.1 Workflow of this study 

A total of 18,506 hospital-visit 

records were obtained from a 

tertiary hospital claim to NHSO 

2016 on chronic disease. 

 

Data management 

18,342 hospital-visit records (Omitting 164 records) 



17 

2.3 Data management 

In study I, Thailand's NHSO collects data on the costs of all hospital visits by patients 

with chronic conditions, including admission and discharge dates, age, gender, 

discharge status, primary diagnoses (ICD 10 group), complications or comorbidity, 

treatment procedures (ICD-9-CM) and total visit cost. The study collected 18,506 

hospital visits to Surat Thani regional hospital in 2016 by individuals with chronic 

conditions. Data cleaning was undertaken to identify and remove errors and prevent 

duplication of records. As a result of the initial descriptive analysis of the complete 

sample using normal quantile-quantile plots plot of hospital cost as shown in Figure 

3.1, all patient visits with abnormally medical expenditures less than 800 Baht (160 

records) and more than 7 million Baht per day were eliminated, leaving 18,342 

qualifying records for analysis. A log-linear model for estimating costs based on seven 

variables fitted the data were performed. For patients with chronic diseases, each visit’s 

possible lowest healthcare costs are 800 Baht. 

Males and females were classified separately. The age distribution was divided into ten 

groups of ten years each: 0-9 years, 10-19 years, 20-29 years, 30-39 years, 40-49 years, 

50-59 years, 60-69 years, 70-79 years, 80-89 years, and 90 years and older. Gender and 

age categories were combined to create a new gender-age group variable with 20 

categories. These two variables were then combined to reduce the interaction between 

gender and age. The length of stay in the hospital (LOS) was divided into 12 categories: 

0, 1, 2, 3, 4, 5, 6, 7-8, 9-11, 12-15, 16-24 and 25 or more days. The principal diagnosis 

(ICD 10) was divided into 18 categories: tuberculosis, sepsis, HIV and other infectious 

illnesses, liver cancer, lung cancer, other digestive diseases, other cancers, endocrine 
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disorders, muscle and neurological system disorders, ischemic heart disease, stroke, and 

other cardiovascular diseases, respiratory and digestive diseases, and genitourinary 

disorders, and ill-defined diseases. The following six discharge categories were used: 

denied, exited, escaped, other, death with an autopsy, and death without an autopsy. 

The number of diagnoses varied between one and thirteen, while the number of 

operations varied between zero and twelve.  

In study II, the Suratthani tertiary hospital cost data excluded the cost less than 800 

Baht and more than 7 million Baht, leaving 18,432 hospital visits were used for 

comparing prediction performance between standard statistical model, 3 penalized 

linear models (lasso, ridge and elastic net) and 4 ML models (SVR, NN, RF and 

XGBoost).  The variables in this dataset include the patient's age, gender, admission 

date, discharge date, discharge status, the patient's number of primary and secondary 

diagnoses, which ranges from 0 to 12, the patient's number of treatment procedures, 

which also ranges from 0 to 12, and the total visit cost. Gender-age group, LOS, disease 

category, discharge status, number of diagnoses (nDiag), and number of procedures 

(nProc) are all considered determinants. Cleansing, integrating, and transforming data 

were all steps in the data preparation process.  

2.4 Path diagrams and variables 

Study I, hospital cost in Baht per patient visit, was taken as a natural logarithm divided 

by 100 and added one to prevent the problem of transformation from zero cost and was 

used as the outcome. The following path diagrams show the association between 

determinants and outcomes for both parts. Gender, age group (LOS), ICD-10 group, 

nDiag, nProc and discharge status are all considered determinants.  
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Figure 2.2 Path diagram for Study I and II 

Study II, the outcome is the natural logarithm of hospital cost divided by 100 and adding 

one. The determinants are the same as the determinants used in study I.  

There were three different data forms used in this study. The first form was original 

data from hospital cost with a total sample size of 18,342, which was used for creating 

and evaluating the models and named as original data. The second form was original 

data separated into two sets randomly: training and testing sets with 70:30 ratios and 

named as split data. The last format was the data with two- and four-fold size by 

applying the bootstrap method. The original data were resampled. We separated these 

data into training and testing sets with the same ratio as the second form and named 

bootstrap data. The performance of the standard linear model penalized linear models 

and ML were compared using 3 sizes of datasets: original, data increased the size by 

two and four-fold. Each data size was split into two sets: training and testing set with 

the ratio of 70:30. 
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2.5 Descriptive analysis 

Study I 

Descriptive analysis was performed for calculating counts and percentages for all 

variables.  

Study II 

For categorical data, descriptive analysis was used to calculate counts and 

percentages. The median and range of continuous variables were determined (hospital 

cost, number of procedures and length of hospital stay). 

2.6 Predictive Models 

2.6.1 Linear regression  

Study I 

Normal quantile-quantile plots were created to illustrate non-transformed and 

transformed hospital cost distribution. The relationship between cost and determinants 

were examined using multiple linear regression. The model's coefficients and standard 

errors were substituted in the linear equation to convert to be Baht. The 95 percent 

confidence interval (CI) graphs were created to demonstrate the multivariate analysis's 

results. Only significant components were included in the final model. The R software, 

version 3.1.3, was used to produce all statistical analyses and graphics (R Core Team, 

2020). 

Study II 

For this study, the predictors of all models are gender-age group, LOS, ICD 10 group, 

discharge status, nDiag and nProc, and the outcome is hospital cost. The data were 

randomly separated into training and test sets with the ratio of 70:30. 
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The linear regression model (LR) is a well-established statistical technique for 

describing the relationship between a continuous outcome and categorical or 

continuous variables. A parametric model assumes a linear relationship between the 

outcome and the determinants. The errors are expected to be regularly distributed and 

constant variance. The model is as follows: 

𝑦𝑖 = 
0

+ ∑
𝑗
𝑥𝑖𝑗

𝑝

𝑗=1

 

where 𝑦𝑖 is the continuous outcome value of subject 𝑖, 
0
 is intercept, 

𝑗
 is the 

coefficient of determinant 𝑗 and 𝑥𝑖𝑗 is determinant 𝑗 of subject 𝑖. The unknown 
𝑗
 can 

be approximated as follows by minimizing the residual sum of squares. 

̂ = argmin


{∑ (𝑦𝑖 − 
0

− ∑
𝑗
𝑥𝑖𝑗

𝑝

𝑗=1

)

2
𝑛

𝑖=1

} 

Correlations between data measures will occur under specific circumstances. This 

happens when individuals are grouped or when a person is subjected to repeated 

measurements. In these instances, it is critical to incorporate this connection into the 

model, as independence is an underlying premise of this model. A mixed model might 

be employed rather than a linear model when this association exists. 

2.6.2 Penalized LR 

When there is a multicollinearity problem, penalized regression methods are designed 

to handle the regression analysis. The penalized regression technique is derived from 

the least-squares method with a penalty function to identify significant explanatory 

variables and improve prediction accuracy in linear regression. The ridge regression 
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(Hoerl and Kennard, 1970), the lasso (Tibshirani, 1996), and the elastic net are all 

examples of penalized regression (Zou and Trevor, 2005). 

2.6.2.1 Lasso regression  

The abbreviation lasso refers to the least absolute shrinkage and selection operator. It 

penalizes the regression model with a term named L1-norm, the total of the absolute 

coefficients. In the instance of lasso regression, the penalty has the effect of driving the 

estimation of a few coefficients to be precisely equal to zero in terms of contribution to 

the model while having a minor impact on others. This means that the lasso can also be 

used in place of subset selection procedures for lowering the complexity of the model 

through variable selection. As with ridge regression, choosing an appropriate value for 

the lasso is crucial. 

One obvious advantage of lasso regression over ridge regression is that it provides more 

straightforward and interpretable results models by utilizing only a subset of the 

predictors. However, neither ridge regression nor the lasso will consistently outperform 

the other (Van Wieringen, 2018). The penalty in lasso is equal to the sum of the 

coefficients' absolute values. When lambda is big enough, lasso decreases the 

coefficient estimates towards zero, but ridge does not. As a result, lasso conducts 

variable selection similar to the best subset selection approach. Cross-validation is used 

to determine the tuning parameter lambda. When lambda is small, the resulting 

estimates are effectively least squares. As lambda rises, shrinkage happens, allowing 

zero-valued variables to be discarded. Thus, a significant benefit of the lasso is that it 

combines shrinkage with variable selection. In this model, the penalty term equals the 
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sum of the absolute weights. This objective function can be used to estimate the lasso 

unknown 
𝑗
: 

̂ = argmin


{∑ (𝑦𝑖 − 
0

− ∑ 𝑥𝑖𝑗𝑗
)

2

+ ∑ |
𝑗
|

𝑝

𝑗=1

𝑛

𝑖=1

} ,  ≥ 0 

Here  is the size of the shrinking. If   equals 0, the standard linear regression is 

recovered. 

2.6.2.2 Ridge regression 

Ridge regression reduces the size of the regression coefficients, resulting in coefficients 

close to zero for factors that have a small effect on the outcome. The coefficients are 

reduced by penalizing the regression model with a term termed L2-norm, equal to the 

squared coefficients' sum. The penalty amount can be adjusted using a constant named 

lambda. The penalty term is ignored when lambda equals zero, and ridge regression 

produces the traditional least-squares coefficients. However, the shrinkage penalty 

becomes more significant as it climbs to infinity, and the ridge regression coefficients 

approach zero. 

Ridge regression performs better when the outcome is a function of a large number of 

predictors, each of which has an equal number of equal-sized coefficients. In 

comparison to conventional least squares regression, ridge regression is strongly 

influenced by the scale of the predictors. Ridge regression approximates zero by 

reducing the coefficients to zero. The lasso regression technique provides a workaround 

for this limitation (Hoerl and Kennard, 1970). Cross-validation approaches can be used 

to determine which of these two procedures is more appropriate for a given data set. 
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In ridge regression, we use a lambda tuning parameter determined using cross-

validation. The objective is to minimize the fit by reducing the residual sum of squares 

and applying a shrinkage penalty. The bias remains constant as the tuning parameter 

increases, but the variance decreases. By minimizing this objective function, the ridge 

unknown  
𝑗
 may be calculated. 

̂ = argmin


{∑ (𝑦𝑖 − 
0

− ∑ 𝑥𝑖𝑗𝑗
)

2
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𝑗
2

𝑝

𝑗=1

𝑛

𝑖=1

} ,  ≥ 0. 

2.6.2.3 Elastic net 

Zou and Hastie (2005) suggested that the elastic net regression model extend the Lasso 

by resolving its limitations, particularly variable selection. Furthermore, the elastic net 

promotes grouping by grouping highly correlated predictors in the model. By contrast, 

the Lasso algorithm tends to split such collections into subgroups using only the 

strongest variable. Additionally, the elastic net is favourable when the number of 

predictors (p) in a data set is greater than the number of observations (n). The Lasso 

cannot pick more than n predictors in this scenario, whereas the elastic net is. 

Elastic nets provide regression models that are penalized according to both the Lasso 

and ridge methods. This effectively decreases coefficients (as in ridge regression) and 

zero out some coefficients. Besides defining and selecting a lambda value, elastic nets 

enable us to tweak the parameter, where 0 corresponds to ridge and 1 to lasso. 

Expressed, when alpha is set to 0, the penalty function reduces to the L1 (lasso) term; 

when alpha is set to 1, the L2 (ridge) term is obtained. As such, we can optimize the 

elastic net by selecting an alpha value between 0 and 1. This effectively shrinks specific 

coefficients and sets others to zero to facilitate the sparse selection (Friedman et al., 



26 

2009). By minimizing this objective function, the elastic net unknowns 
𝑗
 can be 

estimated: 

̂ = argmin


{∑ (𝑦𝑖 − 
0

− ∑ 𝑥𝑖𝑗𝑗
)

2

+ 1 ∑ |
𝑗
|

𝑝

𝑗=1

+ 2 ∑
𝑗
2

𝑝

𝑗=1

𝑛

𝑖=1

} . 

2.6.3 Machine learning 

2.6.3.1 Random Forest  

The disadvantage of multiple linear regression is that it does not fully capture nonlinear 

interactions between dependent and independent variables. Rather than that, an 

ensemble method known as RF is employed to predict the outcome. By integrating 

numerous decision trees, RF is an ensemble approach for predicting the value of an 

effect. Each tree (model) in the ensemble predicts a new random sample, and the 

predicted values are summed to give the forest's prediction. The tuning parameter for 

an RF is the number of predictors randomly picked at each split; this value is denoted 

by the variables mtry and ntree, which are collectively referred to as hyperparameters 

(Breiman, 2001). At each split, the algorithm chooses the number of predictors at 

random. 

The hyperparameter named mtry is the number of variables randomly selected as testing 

conditions at each split of decision trees. Increasing mtry generally improves the 

model's performance as each node has more options to consider. However, it also 

decreases the diversity of individual trees. 

The hyperparameter called ntree is the number of trees to be planted. The RF model 

contained 1,000 trees. Cross-validation was utilized to optimize hyperparameters for 

each model. 
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2.6.3.2 Neural Network (NN) 

NN is a powerful nonlinear regression technique inspired by the brain's operation 

theories. An intermediary set of unobserved variables is used to model the outcome 

(called hidden variables or hidden units). In their nature and application, NNs are 

similar to linear regression models. They are composed of input (independent or 

predictor variable) and output (dependent or outcome variable) nodes and learn or train 

(parameter estimation) a model using connection weights, bias weights and cross-

entropy. The neurons in the hidden layer communicate exclusively with other neurons 

and never directly with the user program. NN acquire the ability to perform tasks 

through inductive learning algorithms that require massive data sets (McCulloch and 

Pitts, 1943). 

The NN model was created and evaluated in this study to predict hospital visit costs 

associated with chronic illness. Numerous variables have been identified as DRGs. 

Age-gender group, principal diagnosis, number of ‘diagnoses, number of procedures, 

discharge status, and length of hospital stay are all included as input variables for the 

NN model. Using data, we constructed and trained a model based on the multi-layer 

perceptron topology. The examination of the test data demonstrates that the NN model 

can accurately estimate the total cost of visits. Our study employs a 3-layer network. 

An input layer containing n (n = 6) neurons represents the six influencing factors on 

total hospital visit expenses, a hidden layer containing l (l = 10) neurons, and an output 

layer containing just 1. 
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2.6.3.3 Support Vector Regression (SVR) 

Support vector machines (SVM) have been widely utilized in supervised learning to 

solve classification difficulties. Support Vector Regression is based on the same 

premise as SVM, but it can solve regression issues (Vapnik, 1995). The model built by 

support vector classification requires only a portion of training data, as the cost function 

for developing the model ignores training points outside the margin. SVR models are 

constructed using only a fraction of training data, as the cost function rejects samples 

with a prediction close to the target. Additionally, all training points are contained 

within the decision border. SVR aims to find the best-fit hyperplane line and includes 

the most outstanding data points. SVR is a supervised learning model frequently used 

in machine learning to solve regression problems. SVR uses nonlinear transformations 

to generate a set of hyperplanes in a high-dimensional space based on the following 

function (Zhao and Qi, 2015). 

𝑓(𝑥) = 𝑤. 𝑥 + 𝑏 

Here 𝑥 ∈ 𝑋 is a vector of the input predictors,  𝑤 ∈ 𝑋 is the weight vector of 𝑥, and b 

is the error that determines the distance of the hyperplane from the original.  

SVR minimizes prediction error by reducing the gap between expected and 

observed output values. As a result, it employs b as a constraint to constrain 

the magnitude of the normal weight vector.  

𝑚𝑖𝑛
1

2
‖𝑤‖2 
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2.6.3.4 Xtreme Gradient Boosting (XGBoost) 

XGBoost utilizes a gradient-boosting decision tree (GBDT) technique to solve 

classification and regression issues (Chen and Guestrin, 2016). The greedy approach 

optimizes the objective function's maximum gain when creating each tree layer. The 

algorithm's concept is to grow a tree by continually adding trees and performing feature 

splitting. Each time a new tree is created, the algorithm learns a new function to fit the 

residual from the previous forecast. Finally, many learners are combined to create the 

final prediction, which is more accurate than a single one. To address overfitting, 

XGBoost limits the model's complexity via regularization terms, and objective function 

optimization computes pseudo residuals using the second derivative of the Taylor 

expansion loss function (Wu et al., 2020). 

2.6.4 Bootstrapping 

Bootstrapping is a technique for resampling that combines random sampling and 

replacement (replicating the sampling process). By bootstrapping, the accuracy of a 

sample estimate is determined. This approach predicts the sample distribution of 

virtually any statistic using random sampling (Pathak and Rao, 2013). The bootstrap 

method estimates an estimator's properties by sampling an approximate distribution. 

When it is assumed that a set of observations originated from a randomly distributed 

population, it is possible to generate a collection of resamples using replacement and of 

equal size to the observed data set. 

2.6.5 Comparison procedure 

The r2 was used to indicate how well the values fit together compared to the initial 

values. R-squared has a value between 0 and 1, and the optimal score is 1.0. The greater 
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the value, the more accurate the model. This statistic can be considered the proportion 

of variance explained by the response (dependent) variable model. It is derived by 

squaring the correlation coefficient between the observed and anticipated values. 

The following metrics were used to evaluate the performance of the regression models: 

The root mean squared error (RMSE) is defined as the difference between expected and 

observed/actual values: residuals equal the difference between observed and predicted 

values. The mean squared error (MSE) is then calculated using the residuals, squared, 

added together, and divided by the sample size. 

A sample size of n is used. Calculate RMSE by multiplying the MSE by the square root 

of the MSE, which is expressed in the same units as the original data. The RMSE 

number indicates approximately how far the predicts are (on average) from the actual 

data. 

All graphs, data processing and manipulation, and statistical analysis were performed 

using R statistical (R Core Team, 2020). 
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CHAPTER 3 

RESULT  

For this thesis, two manuscripts were produced. The first manuscripts, entitle 

“Determinants of Hospital Costs for Management of Chronic-Disease Patients in 

Southern Thailand” was published in the Journal of Health Science and Medical 

Research. The second manuscript, entitled “Comparison of Linear, Penalized Linear 

and Machine Learning Models Predicting Hospital Visit Costs from Chronic Diseases 

in Thailand” was published in the Informatics in Medicine Unlocked. The full 

manuscripts are shown in the Appendix. This chapter describes the results from the 

analyses, which are both included and not included in the manuscripts.  

3.1 Article I: Determinants of Hospital Costs for Management of Chronic-

Disease Patients in Southern Thailand 

3.1.1 Preliminary results 

This section starts with a description of hospital visit cost characteristics associated with 

chronic disease of Southern Thailand in 2016. A total of 18,342 hospital visit costs were 

from the hospital claim database. The preliminary analysis of hospital visit cost deals 

with descriptive analysis and characteristics of the study variables. Table 3.1 provides 

the results obtained from the preliminary analysis of hospital visit costs. For each 

variable, the descriptive results are presented by numbers of records and percentages.  

Table 3.1 summarizes the characteristics of the patients. Male patients represented more 

than half (55.6%) of all patients, and approximately 57% were aged 50 to 79 years. The 

median LOS was 3 days. The majority of patients reported LOS of 1-3 days. Respiratory 

diseases accounted for the greatest percentage (12.7 percent), followed by ischemic 
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heart disease (11.2 percent) and cancers other than liver or lung cancer (11.1 percent). 

While most patients (32.3 percent) had only one surgery, nearly 62% had between 2 

and 5 diagnoses. The median number of procedures was 2 (min=0, max=12), while the 

median number of diagnoses was 4 (min=1, max=13). 

Table 3.1 Demographic and clinical characteristics of study patients 

Demographic characteristics Number  Percent 

   Gender-age groups   

   Male   

 0 – 9 years 854 4.7 

 10 – 19 years 183 1.0 

 20 – 29 years 272 1.5 

 30 – 39 years 536 2.9 

 40 – 49 years 1,258 6.9 

 50 – 59 years 2,051 11.2 

 60 – 69 years 2,016 11.0 

 70 – 79 years 1,952 10.6 

 80 – 89 years 945 5.2 

 90+ years 134 0.7 

   Female   

 0 – 9 years 567 3.1 

         10 – 19 years 163 0.9 
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Table 3.1 (cont.) 

Demographic characteristics Number  Percent 

            20 – 29 years   204 1.1 

            30 – 39 years  519 2.8 

 40 – 49 years 983 5.4 

 50 – 59 years 1,483 8.1 

 60 – 69 years 1,478 8.1 

 70 – 79 years 1,488 8.1 

 80 – 89 years 1053 5.7 

 90+ years 203 1.1 

   Length of hospital stay (LOS)   

            0 day 833 4.5 

 1 day 3,260 17.8 

 2 days 3,758 20.5 

            3 days 2,131 11.6 

 4 days 1,578 8.6 

 5 days 1,140 6.2 

 6 days 765 4.2 

 7-8 days 1,266 6.9 

 9-11 days 1,158 6.3 

 12-15 days 791 4.3 
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Table 3.1 (cont.) 

Demographic characteristics Number  Percent 

 16-24 days        890 4.9 

 25+ days        772 4.2 

   LOS median (min, max) 3 (0, 346)  

   ICD-10 group   

      Respiratory diseases        2,332 12.7 

      Ischemic heart disease        2,046 11.2 

      Other cancers        2,030 11.1 

      Genitourinary diseases        1,417   7.7 

      Digestive diseases        1,338   7.3 

      Other digestive diseases        1,282   7.0 

      Stroke        1,289   7.0 

      Other cardiovascular diseases        1,152   6.3 

      Endocrine diseases           702   3.8 

      Ill-defined           460   2.5 

      Liver cancer           374   2.0 

      Lung cancer           298   1.6 

      Other infectious diseases           284   1.5 

      HIV/AIDS           271   1.5 

      Muscle and nervous system            266    1.5 
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Table 3.1 (cont.) 

Demographic characteristics Number  Percent 

      Tuberculosis     202   1.1 

      Septicemia     179   1.0 

      Other  2,420  13.2 

Discharge status   

        Exited 16,168  88.1 

        Died without autopsy 1,445  7.9 

        Died with autopsy   114 0.6 

        Escaped   561  3.1 

        Denied treatment   160 0.9 

        Other       8 0.04 

Number of diagnoses (nDiag)   

 1 1,138 6.2 

 2 2,836 15.5 

 3 3,069 16.7 

 4 3,168 17.3 

 5 2,328 12.7 

 6 1,590 8.7 

 7 1,209 6.6 

 8 854 4.7 
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Table 3.1 (cont.) 

Demographic characteristics Number  Percent 

 9 627 3.4 

 10 422 2.3 

 11 312 1.7 

 12 220 1.2 

 13 569 3.1 

nDiag: median (min, max) 4 (1, 13)  

Number of procedures (nProc)   

            0 2,891 15.18 

 1 5,934 32.4 

 2 3,756 20.5 

 3 1,936 10.6 

 4 1,160 6.3 

 5 668 3.6 

 6 764 4.2 

 7 424 2.3 

 8 230 1.3 

 9 165 0.9 

 10 125 0.7 

 11 49 0.3 
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Table 3.1 (cont.) 

Demographic characteristics Number  Percent 

 12 240 1.3 

nProc: median (min, max) 2 (0, 12) 

Note: ICD -10: International Classification of Diseases version 10, HIV: Human 

Immunodeficiency Virus 

 

Figure 3.1 Normal quantile-quantile plots of cost (left) and transformed cost (right) 

 

On the left, the quantile-quantile (Q-Q) plot of expenditures for the original sample of 

18,506 patients shows a highly skewed distribution with 4 large outliers for visits 

totalling more than 7 million Baht. However, after applying the log(1+cost/100) 

transformation, the distribution remained normal, except for small groups at the low 

and high extremes, as illustrated in Figure 3.1, right-hand plot. As previously stated, 

expenses less than 800 baht were removed from further analysis, and several linear 

models were developed. The model included gender-age group, LOS, ICD-10 group, 

discharge status, nDiag, and nProc. 
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The results from the model using treatment contrast are shown in Table 3.2. All of the 

determinants had a significant relationship with hospital costs. Each determinant with 

the code with the lowest value was automatically chosen as the reference group for the 

treatment contrast method. However, this study applied the sum contrast to compare 

each category with the overall mean of hospital cost. Thus, the multiple linear models 

using sum contrast was created. The coefficients were converted to the hospital cost 

and illustrated using a 95% CI plot, as shown in Figure 3.2. 

Table 3.2 The relationship between hospital cost and predictors from linear regression model  

Determinants Coefficient Std. Error P-value 

Constant 7.16 0.07 <0.001*** 

Gender-age groups    

Male          

   0- 9 years (ref.) 0.00   

 10 – 19 years 0.31 0.05 <0.001*** 

            20 – 29 years 0.49 0.44 <0.001*** 

 30 – 39 years 0.47 0.04 <0.001*** 

 40 – 49 years 0.54 0.03 <0.001*** 

 50 – 59 years 0.53 0.03 <0.001*** 

 60 – 69 years 0.54 0.03 <0.001*** 

 70 – 79 years 0.55 0.03 <0.001*** 

 80 – 89 years 0.43 0.03 <0.001*** 
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Table 3.2 (cont.) 

Determinants Coefficient Std. Error P-value 

 90+       years 0.46 0.06 <0.001*** 

Female    

   0 – 9   years  0.05 0.03   0.131 

 10 – 19 years 0.32 0.05 <0.001*** 

 20 – 29 years 0.47 0.05 <0.001*** 

 30 – 39 years 0.46 0.04 <0.001*** 

 40 – 49 years 0.48 0.03 <0.001*** 

 50 – 59 years 0.48 0.03 <0.001*** 

 60 – 69 years 0.56 0.03 <0.001*** 

 70 – 79 years 0.46 0.03 <0.001*** 

 80 – 89 years 0.44 0.03 <0.001*** 

 90+       years 0.43 0.05 <0.001*** 

Length of hospital stay    

 0 day (ref.) 0.00   

 1 day 0.58 0.03 <0.001*** 

 2 days 0.76 0.02 <0.001*** 

 3 days 0.88 0.03 <0.001*** 

 4 days 1.05 0.03 <0.001*** 

 5 days 1.22 0.03 <0.001*** 

 6 days 1.35 0.03 <0.001*** 

 



40 

Table 3.2 (cont.) 

Determinants Coefficient Std. Error P-value 

 7-8 days 1.51 0.03 <0.001*** 

 9-11 days 1.68 0.03 <0.001*** 

 12-15 days 1.87 0.03 <0.001*** 

 16-24 days 2.13 0.03 <0.001*** 

 25+ days 2.56 0.03 <0.001*** 

ICD 10 group    

            Tuberculosis (ref.) 0.00   

 Sepsis 0.24 0.03 <0.001*** 

 HIV  0.16 0.03 <0.001*** 

 Other infection 0.23 0.03 <0.001*** 

 Liver cancer 0.54 0.03 <0.001*** 

 Lung cancer 0.01 0.03   0.905 

 Other digestive  0.46 0.03 <0.001*** 

 Other cancers 0.15 0.03   0.001**   

 Endocrine diseases 0.16 0.03 <0.001*** 

 Muscle nervous system  0.11 0.03   0.062 

 Ischemic heart disease 0.83 0.05 <0.001*** 

 Stroke 0.05 0.05   0.251 

 Other cardiovascular  0.36 0.05 <0.001*** 

 Respiratory diseases 0.22 0.05 <0.001*** 
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Table 3.2 (cont.) 

Determinants Coefficient Std. Error P-value 

 Digestive diseases 0.21 0.05 <0.001*** 

 Genitourinary diseases 0.01 0.05   0.759 

 Ill-defined diseases 0.13 0.04  0.014* 

 Other 0.10 0.05  0.019* 

Discharge status    

            Exited (ref.) 0.00   

 Died without autopsy 0.06 0.05  0.229 

 Died with autopsy 0.17 0.05  0.001** 

 Escaped - 0.31 0.22  0.153 

 Denied treatment 0.18 0.07  0.014* 

 Other 0.22 0.05 <0.001*** 

Number of diagnoses    

 1 (ref.) 0.00   

 2 0.01 0.02 0.518 

 3 0.06 0.02 0.012* 

 4 0.08 0.02 <0.001*** 

 5 0.02 0.02 0.356 

 6 -0.02 0.03 0.467 

 7 - 0.05 0.03 0.086 

 8 - 0.09 0.03 0.002** 
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Table 3.2 (cont.) 

Determinants Coefficient Std. Error P-value 

 9 - 0.06 0.03 0.052 

 10 - 0.04 0.04 0.277 

 11 - 0.04 0.04 0.396 

 12 -0.11 0.05 0.025* 

 13 - 0.04 0.04 0.322 

Number of procedures    

 0 (ref.) 0.00   

 1 0.50 0.01 <0.001*** 

 2 0.78 0.02 <0.001*** 

 3 1.05 0.02 <0.001*** 

 4 1.28 0.02 <0.001*** 

 5 1.42 0.03 <0.001*** 

 6 1.94 0.03 <0.001*** 

 7 1.89 0.03 <0.001*** 

 8 1.95 0.04 <0.001*** 

 9 1.95 0.05 <0.001*** 

 10 2.08 0.06 <0.001*** 

 11 2.11 0.08 <0.001*** 

 

Note: * p<0.05, ** p<0.01, *** p<0.001 
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The coefficients and confidence intervals for the linear regression were used to predict 

the hospital costs associated with chronic disease. When the CI is greater than or less 

than the mean, the mean shows the more or less important group than the overall mean. 

Gender, age group, LOS, ICD 10 classification, nProc, nDiag, and discharge status 

significantly affected hospital cost, with LOS and nProc having a higher hospital cost 

than the overall mean.  

 

Figure 3.2 95 % CI plot of hospital costs and determinants from multiple linear regression 

model 

Note: Disch. Status = discharge status 

Figure 3.2 shows the results from the multiple linear regression model. The r-squares 

from the simple linear model of each determinant with hospital cost are presented at the 

bottom of the plot. P-values from multiple linear models are also illustrated at the 

bottom of the plot. The CI plots demonstrated a prediction of 73.7 percent, with nProc 

and LOS being the strongest predictors. When nProc and LOS were included, diagnosis 

(ICD-10 group) and nDiag performed poorly. The crude means for nDiag (circle dots) 
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indicated a good predictor of cost. However, this association disappeared when LOS 

and nProc were included in the model. As such, it was determined to be a confounding 

variable. A simple linear model was then fitted for each determinant, and the r2 values 

indicated that nProc had the best predictive value (54.1%), followed by LOS (43.0%) 

and nDiag (17.6%). Thus, nProc and LOS were the only two variables included in the 

final model, despite all other variables having significant p-values. 

 

Figure 3.3 The 95% CI plot of the relationship between hospital cost and nProc-LOS 

Although just two of the initial six components were preserved in the final model, the 

r2 was reduced by only 0.015. Thus, medical costs increased as nProc and LOS 

increased, except for patients who underwent six to twelve operations during 

hospitalization. 

Boxplots of hospital cost separated by each group of LOS and nProc were created as 

shown in Figures 3.4-3.8. The green dots in the plot denotes crude means. The red plus 

sign represent the 95% CI.  
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Figure 3.4 Distribution of hospital cost separated by LOS for single procedure visit 

 

Figure 3.5 Distribution of hospital cost separated by LOS for two procedure visits 
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Figure 3.6 Distribution of hospital cost separated by LOS for three procedure visits 

 

Figure 3.7 Distribution of hospital cost separated by LOS for four-five procedure visits 
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Figure 3.8 Distribution of hospital cost separated by LOS for six-twelve procedure visits 

Hospital cost increased by increasing LOS for all nProc except for nProc 6-12, as 

shown in Figures 3.4-3.8 

3.2 Article II: Comparison of Linear, Penalized Linear and Machine Learning 

Models Predicting Hospital Visit Costs from Chronic Diseases in Thailand 

3.2.1 Preliminary results 

This study analyzed a total of 18,342 admission records for chronic illnesses. The age 

groupings were as follows: 0-9, 10-19, 20-29, 30-39, 40-49, 50-59, 60-69, 70-79, 80-

89, and 90 and above. The natural logarithm of hospital cost in Thai Baht divided by 

100 and adding one (1 USD is about 31 THB) per patient visit is the outcome. As 

previously stated, ICD-10 was categorized into 18 groups. 

About 55.6% of patients were males. The majority of them, 57.0 %, were between the 

ages of 50 and 79. The median number of procedures was 2 (min=0, max=12) while 



48 

the median number of diagnoses was 4 (min=1, max=13). The median LOS was 3 days. 

Respiratory diseases, ischemic heart disease and cancers other than liver or lung cancer 

were found for 12.7%, 11.2% and 11.1%, respectively. 

Table 3.3 Prediction performance of each model 

Model 

Training Testing 

RMSE R2 RMSE R2 

LR     

Original 0.5891 74.1 0.6040 73.0 

2 times 0.5944 73.5 0.6029 73.1 

4 times 0.5940 73.8 0.5953 73.4 

Lasso     

Original 0.5892 74.1 0.6041 73.0 

2 times 0.5945 73.5 0.6030 73.0 

4 times 0.5941 73.8 0.5955 73.4 

Ridge     

Original 0.6035 73.1 0.6185 71.8 

2 times 0.6088 72.4 0.6150 72.1 

4 times 0.6082 72.8 0.6092 72.3 

Elastic Net     

Original 0.5892 74.1 0.6041 73.0 

2 times 0.5945 73.5 0.6030 73.1 

4 times 0.5941 73.8 0.5955 73.4 
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Table 3.3 (cont.) 

Model 

Training Testing 

RMSE R2 RMSE R2 

SVR     

Original 0.5969 74.2 0.6083 72.8 

2 times 0.5711 75.7 0.5811 75.1 

4 times 0.5543 77.3 0.5569 76.8 

NN     

Original 0.4760 83.1 0.5413 78.4 

2 times 0.4774 82.9 0.5181 80.2 

4 times 0.4831 82.7 0.4965 81.5 

RF     

Original 0.4120 87.8 0.5286 79.5 

2 times 0.3449 91.4 0.4194 87.2 

4 times 0.3146 92.8 0.3560 90.6 

XGBoost     

Original 0.4056 87.8 0.5291 79.3 

2 times 0.4006 88.0 0.4526 84.8 

4 times 0.4115 87.5 0.4350 85.8 

Note: RMSE= Root Mean Square Error, R2= Coefficient of determination, 

LR= Linear Regression, SVR= Support Vector Regression, NN= Neural Network, 

RF= Random Forest 
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Table 3.3 summarizes the predictive performance of each model across all sample 

sizes. The results for the original dataset indicate that RF and XGBoost outperformed 

NN in both training and testing datasets, with nearly identical r2 values, as shown in 

Table 3.3. 

 

Figure 3.9 (a) shows the results from LR and Penalized LR models using the original 

hospital visit cost data 

 

Figure 3.9 (b) shows the results from ML models using the original hospital visit cost 

data 
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Figure 3.9 (a) and Figure 3.9 (b) shows the results from LR, lasso, elastic net, and SVR 

performed similarly in the training and testing datasets, although ridge regression had the 

lowest r2 in the testing dataset. 

 

Figure 3.10 (a) shows the results from LR and Penalized LR models using the 

bootstrap 2 times original hospital visit cost data. 

 

Figure 3.10 (b) shows the results from ML models using the bootstrap 2 times original 

hospital visit cost data. 
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As illustrated in Figure 3.10 (a) and Figure 3.10 (b), RF exhibited the best prediction 

performance after doubling the sample size. The results indicate that RF outperformed 

all other models in both the training and testing datasets, with r2 values of 0.914 and 

0.872 and RMSE values of 0.3418 and 0.4093, respectively, followed by XGBoost with 

r2 values of 0.880 and 0.848 and RMSE values of 0.4006 and 0.4526, NN with r2 values 

of 0.829 and 0.802 and RMSE values of 0.4688 and 0.5033, and Ridge regression 

performed the worst in both training and testing for the doubled dataset, with r2 values 

of 0.724 and 0.721 and RMSE values of 0.6088 and 0.6150. 

 

 

Figure 3.11 (a) shows the results from LR and Penalized LR models using the 

bootstrap 4 times in hospital visit cost data. 



53 

 

Figure 3.11 (b) shows the results from ML using the bootstrap 4 times in hospital visit 

cost data. 

Even after quadrupling the sample size, the RF retained the greatest prediction ability, 

as illustrated in Figure 3.11 (a) and Figure 3.11 (b). The results indicate that RF 

outperformed XGBoost in both the training and testing datasets, with r2 values of 0.928 

and 0.906 and RMSE values of 0.3125 and 0.3542, respectively, followed by NN with 

r2 values of 0.875 and 0.858 and RMSE values of 0.4115 and 0.4350 and r2 values of 

0.827 and 0.815 and RMSE values of 0.4784 and 0.4922. SVR's prediction performance 

was ranked fourth in the four-fold extended dataset, with r2 values of 0.773 and 0.768 

and RMSE values of 0.5507 and 0.55 for training and testing, respectively. Ridge 

performed poorly in both training and testing, with r2 values of 0.726 and 0.723 and 

RMSE values of 0.6081 and 0.6092. 
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CHAPTER 4 

DISCUSSION AND CONCLUSIONS 

This chapter summarizes and discusses the results of the thesis and presents the 

conclusions of the study. The discussions are presented in two parts. The first part 

explains the determinants of hospital cost of DRGs in Thailand, whiles the second part 

focuses on the predictive accuracy of various statistical models and machine learning 

algorithms for predicting hospital cost. Conclusions from the results and 

recommendations to health care policymakers are also presented in this chapter. 

4.1 Determinants of costs for hospitalized chronic disease patients 

This thesis has assessed the determinants of costs for hospitalized chronic disease 

patients. The average hospital cost was 37,644 Baht per visit. All factors that were 

examined in the DRGs systems were significantly associated with hospital cost, with 

varying r2. The number of procedures had the highest r2 of 53.7 %, followed by the LOS 

with 42.6%. However, predictors such as gender-age group, principal diagnosis, 

discharge status and the number of diagnoses had relatively low r2, less than 20 %, 

although significantly associated with the outcome. The r2 is a determinant of the 

strength of association between predictors and outcome. However, the large sample size 

of data tends to provide significant results even though the relationship between each 

determinant and outcome provided low r2, as shown in this study. Thus, we considered 

LOS and the number of procedures except for more than 6-12 procedures as the main 

factors influencing hospital cost. The determinants of hospital cost identified in this 

study have also been documented by other studies (Evans et al., 1995; Penberthy, 1999; 

Silber et al., 1999; Philbin et al., 2001; Chaikledkaew et al., 2008; Liu et al., 2018; 
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Yuan et al., 2019; Xu et al., 2020). However, this literature reported only p-value 

without the r2 values. Our study mainly considers r2 value rather than the p-value 

because we analyzed a large dataset. Even a small predicting effect resulted in 

significant results not relevant to clinical significance. The explanation of longer LOS 

and higher number of procedures influenced the higher hospital cost is that patients who 

remain in the hospital for an extended period and have additional procedures spend 

more hospital resources. An inherent weakness in linear regression is that it cannot 

adequately capture nonlinear interactions between dependent and independent 

variables. 

In conclusion, LOS and the number of procedures are the significant factors 

determining hospital costs for patients with chronic diseases. The measures and policies 

for reducing hospital care costs should focus on these two factors. 

4.2 Statistical methods and machine learning algorithms to predict hospital cost 

The various statistical methods and ML algorithms applied in this study showed varied 

predictive accuracy. The performance of LR, penalized LR and ML algorithms are 

compared. Overall, this study's findings suggest that the RF algorithm outperformed all 

other algorithms in terms of hospital cost prediction. Also, XGBoost, NN and SVR had 

higher predictive accuracy than regression models. When the LR, lasso, and elastic net 

models were enlarged two or four-fold by bootstrapping, they performed nearly 

identically to the original data. Ridge regression had the lowest performance across all 

sample sizes. The prediction performance of the standard LR and penalized LR did not 

change when the sample size increased. These results supported the findings by 

Mazumdar et al. (2020), indiacated that after applying various scenarios of machine 
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learning models the prediction performance are improved when the sample size is 

doubled. However, similar to other literature (Duncan et al., 2016; Rajula et al., 2020) 

on medical cost prediction. Increasing the number of predictors had a more significant 

effect on the other ML models. This could be explained by the fact that the basic 

prediction of the LR model is based on the ordinary least square method, which 

minimizes the prediction error. Therefore, the relationship pattern does not change even 

with larger sample size, resulting in stable r2.  

In contrast, ML models were developed based on the learning process. Therefore, the 

ML models can learn if the sample size is large enough. As evident from our analysis, 

the predictive accuracy increases with SVR, NN, RF and XGBoost models having 

higher accuracy. The result from our study agrees with the findings by Kulkarni et al. 

(2020), which indicated that ML techniques such as RF and XGBoost have high 

predictive accuracy with a larger sample size. Our finding is consistent with a study 

conducted by Lakshmanarao et al. (2020) that reported that RF outperformed LR, SVR, 

DT, and RF in predicting medical expenditures. 

Additionally, Kuo et al. (2018) discovered that the RF model accurately predicted the 

profit or loss associated with spinal fusion in Taiwan DRGs. The improved predictive 

performance of RF over other machine learning and natural language processing 

models may be explained by the fact that RF produces a forest from numerous decision 

trees. This is one of the most effective ensemble machine learning techniques for 

circumventing issues about overfitting data. Our findings, however, contradict those of 

several previous studies. Seligman et al. (2018) investigated the performance of LR, 

penalized regressions, RF, and NN in predicting health outcomes using socioeconomic 
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determinants of health. They discovered that NN outperformed the other three model 

types significantly. This could be because the NN model type is the most flexible, 

allowing for more interactions and non-linear correlations between the determinants 

and the outcome than other machine learning models typically used with social data. 

This is one of the most effective ensemble machine learning techniques for addressing 

the issue of overfitting data. Our findings, however, contradict those of some previous 

studies. 

In conclusion, increased sample sizes had apparent effects on ML models, giving 

increased r2 and decreased RMSE, and increasing the sample size did not affect LR and 

penalized LR. The application of prediction models can depend on sample sizes. 
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Appendix III Proceeding 

This thesis includes research results have been submitted for oral presentation in 

Proceedings of The ISI Regional Statistics Conference 2017 (ISI RSC 2017), 20-24 

March 2017, Indonesia. The presentation title was “Estimating Medical Treatment 

Costs for Violence-related Injury in Thailand”. This conference sought to bring together 

distinguished statisticians and members of the statistical community from Southeast 

Asia and around the world to present, discuss, promote, and distribute research and best 

practices in all areas of statistics and its applications to improving human life. Provide 

participants with significant professional development and networking opportunities. 

The theme of this conference was “Health and Social Statistics”. My presentation was 

organized in Health and Social Statistics. Acceptance letters, the details of presented 

including cover and certificate are shown in this appendix.  
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