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ABSTRACT 
 

This thesis proposes techniques for Thai alphabets finger-spelling recognition 

system based on hand posture estimation. The system is established into the following steps. 

Firstly, Initial hand segmentation: hand is detected to obtain region of interest and calculate initial 

hand feature such as finger tips, palm size, hand center and other necessary features. Secondly, 

Key hand posture selection: fingertip is tracked using concept of active contour which combine 

the energy of continuity, curvature, direction, depth and distance to track the fingertip in hand 

posture sequence. The difference of fingertip positions in consecutive frame is computed to 

remove unimportant frame and find stable key hand posture, the difference fall under a predefined 

threshold, during in sequence. Thirdly, hand posture estimation: representing hand posture, the 

four basic finger shapes have been defined (“Open”, “Bend”, “Point” and “Close”). Moreover, 

hand appearance which have finger relations (“Group”, “Separate” and “Cross”), hand movement 

and hand rotation will be used in this step as well. Finally, recognition model: this process will be 

divided into two steps. The first recognition step, recognize single key hand posture. The 

recognition of this step is to recognize the American finger-spelling from each key posture which 

is extracted in finger-spelling sequence. The hand features (finger shape and hand appearance) in 

each key hand posture will be encoded as a feature array chain code. The code will be compared 

with template feature array to recognize American finger-spelling. The second recognition step, 

due to Thai alphabets finger-spelling derives from combination of American finger-spelling hand 

posture. Therefore, this step is to recognize the combination of American finger-spelling hand 

posture to represent Thai alphabet finger-spelling using learning-based approach such as Hidden 

Markov Model (HMM). The experimentation result of Thai alphabets finger-spelling recognition 

is 68% in average. However, the recognition rate will depend on expert and data training that used 

to train the system. 
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CHAPTER 1 

INTRODUCTION 
 

1.1 Motivation 

 The common method of communication for ordinary people is spoken language. 

However, there are some groups of people that cannot use spoken language to communicate. 

These are the hearing and speaking impaired persons who cannot hear or speak such as ordinary 

people.  Therefore, they have used sign language. Sign language is a language which transmits 

visual sign patterns to express a speaker's meaning. A sign language system can be separated into 

2 categories, as follows:   

1). word-level vocabulary signs, those are the signing of hand shapes, direction and 

movement of the hands, arms or body, and facial expressions simultaneously to express meanings 

which are used in the majority of communication.  

2). finger-spellings, which are using finger postures to alphabetically word in spoken 

language, for communicating names, places, technical words, or anything else which is not in 

sign language, and can be used as a source of new word. 

 From research, we found that hearing and speaking impaired persons who use sign 

language have problems with finger-spelling skill because they use word-level vocabulary signs 

for communicating each other. In contrast, finger-spelling has been used for 7% to 10% of 

communication with sign language in daily life. Most of them thought finger-spelling word 

recognition was the toughest part of learning sign language, such as “Finger-spelling is the first 

skill learned and the last skill mastered”. Thus, acquisition of finger-spelling skill typically lags 

far behind other sign language skills. From these reasons, most of the hearing and speaking 

impaired persons are inexperienced in finger-spelling skill, which is a cause of communication 

mistakes. 

 The problem of inexperienced in finger-spelling skill and learning system requires sign 

language expert for monitoring. This may be insufficient for classroom learners. Therefore, 

computer technology has been used to solve the problems. Many researchers developed a finger-

spelling recognition system that can be applied to resources for self-study material. There are 

several methods which have been proposed for finger-spelling in each sign language such as 
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American (ASL) [18,24,26], British (BSL) [19], Australian (Auslan) [16], Chinese (CSL) [32,33], 

Japanese (JLS) [10,35], Thai (ThLS) [3,9,23,25,29,30,24] and others [2,6,17,20], which aim to 

improve a finger-spelling skill for hearing and speaking impairment persons that can improve 

skill, and decrease the error in finger-spelling communication. 

 

1.2 Relate Works 

 Various methods have been proposed in finger-spelling recognition, but most of them 

have serious problems for making computer understand hand posture characteristic. Therefore, 

most work that relates to finger-spelling will use the hand posture estimation method [1, 7, 21, 

28] as its main concept for development system. The taxonomy of hand posture estimation can be 

separated into the gloves-based and vision-based methods that are shown in Figure 1.1. 

 

 
Figure 1.1 Hand posture estimation taxonomy. 

 

 The gloves-based methods use an electronic sensor device for hand and finger motion 

digitizing into multi-parametric data. All the gloves-based methods are designed to easily detect 

the hand shape, and finger motion, in real time. However, the mechanical gloves are expensive, 

troublesome to put on and take off and finger movement is limited. Therefore, the vision-based 

methods, consisting of model-based and appearance-based methods, are proposed to estimate 

hand posture, which provides a more suitable and natural model for human-computer interaction 

(HCI). The model-based method uses a kinematic hand model to estimate the articulated hand 

Hand Posture Estimation 

Gloves-based method Vision-based method 

Appearance-based 

Hand appearance 

Model-based  

Kinematic hand model 

Applications 
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parameter (i.e. joint angle, hand position) leading to a full reconstruction of articulated hand 

motion with about 27 degrees of freedom (DOF). Generally, the approach is to try to estimate the 

kinematic hand articulated parameters. Therefore, the color marker, color glove, or depth 

information is used to extract fingertip and joint locations or some anchor points on the hand. The 

model-based method offers a rich description that potentially allows a realistic hand posture. 

However, the hand is an articulated deformable object involving degrees of freedom, which may 

cause higher computational complexity of the mapping between external position measurements 

and internal functional hand kinematic parameters to estimate hand posture. The appearance-

based method uses computer vision techniques to extract 2-D image features such as point, edge, 

contour, or silhouette to model the visual appearance of the hand posture. The appearance-based 

method has the advantage that partial occlusions of an object can be handled easily, as well as 

considerable deformations or changes in viewpoint. However, the hand appearance feature may 

not provide enough information to estimate hand posture if there is some loss of feature 

information or noise in the images. In addition, the hand posture estimation can be applied in 

many complex and interesting applications such as virtual reality, robotics or games as well. 

 Several methods in finger-spelling recognition have been proposed. However, our work 

focuses only on Thai finger-spelling. For example, Supawadee [25] proposed a Thai Finger-

Spelling Sign Language Recognition System (TFRS) which uses a data glove and motion tracker 

as shown in Figure 1.2.  The data glove provides a signal of flexures and abductions of all fingers, 

and the motion tracker provides hand movement in Cartesian coordinates system including yaw, 

pitch and roll. The glove sensors can capture all the finger features more precisely. The key 

frames which represent hand postures of signing words are extracted and then recognized by the 

Elman Back Propagation Neural Network (ENN) algorithm. 

 

 
Figure 1.2   The data glove and motion tracker sensor 
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 Wirote [29] presents recognition of image sign language for Thai consonants using 

artificial neural networks (ANNs). The 15 single-shot hand postures are shown in Figure 1.3.(a). 

Each image is preprocessed with resizing, noise reduction, edge detection and feature selection. 

The image feature is extracted from a polar orientation histogram as show in Figure 1.3.(b). The 

preprocessed images are trained and tested using ANNs by n-fold cross validation technique 

 

 
                                                      (a)                                      (b) 

Figure 1.3   Thai alphabet hand posture: (a) original image (b) image feature extraction using 

polar orientation histogram 

 

 Jirapong [9] presents Thai alphabet finger-spelling which uses object detection method, 

Cascade of Boosted Classifiers, to train 31 learning models for each alphabet recognition. The 

system needs to collect positive sample sets, image hand posture for recognition, and negative 

sample sets, other images such as background or another object. Examples of positive and 

negative sets are shown in Figure 1.4. 

 

 
                                               (a)                                                     (b) 

Figure 1.4   Data sets: (a) positive samples (b) negative samples 
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 Weerachai [30] introduced new Thai sign language recognition method that used a 

vision-based technique with a simple color hand glove as show in Figure 1.5. The features are 

represented by hand appearance based model features such as centriod, axis, edge, and 

height/width ratio. The hand pattern recognition is established by using a C5.0 algorithm which is 

adapted from decision tree theory. Some letters and numbers for Thai Finger-Spelling are 

recognized. 

 

 
Figure 1.5 The simple color glove 

 

 Sirboonruang [34] proposed a method to combine Zernike moment and wavelet 

transformation for small changes in rotation and subtle differences of hand posture classification. 

The Zernike moment is used to capture global features and wavelet moment to differentiate 

between subtle variations. Fuzzy classification algorithm is used to classify hand posture for Thai 

finger-spelling recognition. Suwanee [23] developed a Thai finger-spelling sign language 

translation system, with 15 and 10 words. The scale invariant feature transform (SIFT) is applied 

to compute key point descriptors of hand posture, as in Figure 1.6. The recognition process 

compares the Euclidean distances between two nearest neighbor key point descriptors in the hand 

posture database to the current key point descriptor of hand posture input.    

 

 
Figure 1.6 Key point descriptors 
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 Budsara et al. [3] present an image processing method for Thai sign language 

identification. Optical flow is used for key frame selection. Feature extraction is achieved using 

finger pattern analysis. Finger pattern analysis starts from: 

1). finding the hand boundary to specify the region of interest. 

2). determining the hand orientation in 3 categories: horizontal, vertical and symmetrical, 

as in Figure 1.7. 

3). determining the finger pattern to identify a special characteristic of each type of hand 

gesture such as the number of fingers in each direction, spreading fingers, and finger order.  

The classification hand gesture is achieved simply by table lookup method in Table 1.1. 

 

 
                                          (a)                                (b)                                (c) 

Figure 1.7 Hand orientation feature: (a) horizontal (b) vertical (c) symmetrical 
 
Table 1.1 Example of Table lookup methods for classification hand gesture. 

Alphabet Orientation Number 

of upper 

fingertips 

Number 

of left 

fingertips 

Number 

of right 

fingertips 

Number 

of lower 

fingertips 

Spread 

Finger 

Finger 

Order 

Note 

B Vertical 4 0 0 0 No * - 

 

 Furthermore, some world-level research has been proposed. Wuttichai [31] proposes 

Thai sign language recognition system using a Hidden Markov Model (HMM) for transcribing 

human sign language into text or speech. The system estimates hand posture using an electronic 

glove device called a CyberGlove. Sansanee [22] proposed Thai word sign language translation 

using SIFT with HMM. Thammanoon [27] proposed Thai Sign to Thai Machine (TSTM), an 

approach to machine translation which is used for translating from Thai sign language to Thai 

text. Phonkrit [14,15] built a dynamic Thai sign language translation system using upright speed-
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up robust feature and dynamic time warping, He also proposed Thai sign language translation 

system using upright speed-up robust feature and C-Mean clustering. 

 There are many researchers working on sign language. However, our work has focused 

only on finger-spelling. Therefore, a general condition comparison can be preformed between 

proposed methods, as show in Table 1.2. We have compared different conditions for handling 

several features. For instance: 

 1). the outfit feature considers whether the person signing wore long-sleeved clothing. 

 2). the device feature considers whether the signer uses spaciel device suchas electronic 

glove, color glove, marker, or depth camera. 

 3). the distance feature considers whether the signer requires fixing standing position, or 

the entire image contains only the hand posture. 

 4). the background feature considers whether the system uses uniform color background. 

 5). the process feature considers whether the system can immediately respond to signer. 

 

Table 1.2 Work comparisons.  

Work language method Outfit Device Back 

ground 

Distance Real- 

time 

 [25] ThSL G-B* No 
Glove 

Sensor 
No No Yes 

[34] ThSL A-B* No No Yes Yes No 

[29] ThSL A-B* No No Yes Yes No 

[30] ThSL A-B* No 
Color 

glove 
No Yes No 

[23] ThSL A-B* Yes No Yes Yes N/A* 

[3] ThSL A-B* No No Yes Yes No 

[9] ThSL A-B* No No Yes Yes Yes 

[18] ASL A-B* No 
Depth 

camera 
No Yes Yes 

[24] ASL A-B* No No Yes Yes Yes 

[16] Auslan A-B* Yes No Yes Yes Yes 
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Work language method Outfit Device Back 

ground 

Distance Real- 

time 

[10] JSL A-B* No 
Depth 

camera 
No Yes Yes 

[35] JSL G-B* No 
Glove 

sensor 
No No Yes 

 [32] CSL A-B* Yes No Yes Yes Yes 

[2] Korean A-B* Yes No Yes Yes Yes 

[19] BSL A-B* Yes No Yes Yes Yes 

[6] Turkish A-B* Yes No Yes Yes Yes 

[17] Malay M-B* No 
Color 

glove 
Yes Yes Yes 

* G-B = Glove-Based, *M-B = Model-Based, *A-B = Appearance-Based 

 

 In the Table 1.2, we have focused only on Thai finger-spelling. Many researchers have 

proposed work in this field. However, most of them have not yet achieved the critical criteria, 

such as, accuracy, flexibility, failure to cover all alphabets, or lack of real-time constraints. Other 

sign language finger-spelling recognition can overcome these problems. Therefore, for this 

reason, work in this field has become an interesting topic for getting robust and efficient systems 

for Thai finger-spelling sign language recognition. 

 

1.3 Objectives 

 The major goal of this work was to propose a new technique for vision-based method 

hand posture estimation, which combines a model-based method and an appearance-based 

method together. Considered finger tracking to identify finger characteristic features and hand 

appearance features for increasing the accuracy of hand posture recognition. Furthermore, the 

algorithm will be adapted to a Thai alphabet finger-spelling sign language recognition system.  
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1.4 Scopes 

 The developed system covers only part of the Thai alphabet finger-spelling, which 

consists of spelling 42 letters and does not include vowels, intonation marks and the vocabulary 

recognition of the Thai alphabets finger-spelling combination. The system should not require 

much computation, and can be a run in real-time situation. Moreover, a depth sensor camera in 

millimeter units with a resolution of 320x240 pixels will be used to capture the hand posture 

image to reduce the complexity of hand texture information.  
 

1.5 Organization of Work 

 The organization is as follows: This chapter introduces the motivation, objective and 

scope of the work. Chapter 2 gives the details of background knowledge used to implement our 

method. Chapter 3 explains Thai finger-spelling theory and proposes a method for hand posture 

estimation, which is adaptive for Thai alphabet finger-spelling recognition system. Chapter 4 

describes the experimental results for our software system. Finally, Chapter 5 discusses the 

conclusions of this work and possible future work 
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CHAPTER 2 

THEORY AND CONCEPT 

2.1 Image Moment 

 In image processing and computer vision, an image moment is defined by a certain 

particular weight of the image’s intensities. The image moments are useful to describe binary 

objects after segmentation. Simple properties of an image object can be specified via image 

moments including area, centroid, axis, and orientation, as shown in Figure 2.1. In general, image 

moment can be defined as:  

                                                (2.1) 
 

where (i,j) indicates power exponents that define the moment order, (x,y) is the pixel 

coordinates, and I(x,y) is the intensity at pixel (x,y). The centroid of the image can be calculated 

as follows: 

 

Find the zeroth moment 
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The orientation of the image moment is obtained by using the second moment as in the 

following formula:  

 

Second moment for x is 


x y

yxIxM ),(2

20                                     (2.6)   
 

Second moment for y is 

 


x y

yxIyM ),(2

02                                    (2.7) 

 

Then, the orientation can be performed as 

 

                             (2.8) 

 

The length l and w axis for the centroid of the object can be calculated as follows: 
 
 

                 (2.9) 
 

                     (2.10) 

  

 
                (a)                                                           (b) 

Figure 2.1 Image moment: (a) original image (b) image properties. 
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 2.2 Active Contour Model 

The Active contour model is more widely known as the snake model, which are the 

energy-minimizing curves of the deformable splines influenced by constraints called image forces 

that pull its curves towards to the object contours. The simple snake model is defined by a set of 

N control points of spline, internal energy, and external energy. This model attempts to minimize 

an energy which is associated with the current contour as the sum of internal and external 

energies: 

 

  
1

0

dsSVEE snakesnake                                           (2.11) 

                    dsEsEsEs imagecurvcont 
1

0

                      (2.12) 

 

Each energy term serves a different purpose: 

- Econt forces the contour to be continuous. 

- Ecurv forces the contour to be smooth. 

- Eimage attracts the contour toward the closest image edge. 

Econt and Ecurv are internal energies and Eimage is external energy. The parameters , , and  

control the relative influence of the corresponding energy terms, and can vary as continuous 

values. The snake model is a contour represented parametrically as V(s) = (x(s), y(s)) where x(s) 

and y(s) are the coordinates along the contour and s  [0,1] as shown in Figure 2.2.   

 

 
Figure 2.2 Snake contour. 

The conventional continuity energy term is the Econt. Its main role is to equalize spaces 

between control points, by minimizing the difference between the average distance and the 
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distances among neighboring snake control points. In the discrete case, the contour is 

approximated by N control points p1, p2, ..., p N and the first derivative is approximated by a finite 

difference: 

 
2

1


iicont
ppE                                                             (2.13) 

   2

1

2

1 
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iiii
yyxx                                   (2.14) 

 

This formula tries to minimize the distance between control points. However, this 

formula may produce a non-uniform distribution of control points along the contour object, 

compacted in some regions and spread out in others. To keep a uniform average distance between 

the control points, the formula works much better is 

 

 2
1


iicont

ppdE                                                   (2.15) 

 

d is the average distance between any two consecutive points of the snake contour. The 

new energy Econt  of equation (2.15) attempts to keep equal distances between control points (i.e. 

spread them equally along the snake). 

 The curvature energy term is called Ecurv, Its main role is to form a smooth contour 

between neighboring control points, and to avoid oscillation by penalizing high contour 

curvatures. In the discrete case, the curvature can be approximated by the following finite 

difference: 
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The edge energy term is called Eimage, Its purpose is to attract the initial contour toward 

the target contour. This can be achieved by the following function: 

 

 yxIE
image

,                                                          (2.18) 
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The intensity I(x,y) is a gray-level image is a function of the continuous position 

variables (x,y), and   is the gradient of the intensity computed at each snake point. However, 

Eimage becomes very small when the snake points get close to an edge. 

The energy function is computed for each pi, i = 1... N, and each of its m x m neighbors 

its to find the location that minimizes the functional energy. The pi-1 point has already been 

moved to new position. Its location is used to compute the continuity energy term for pi and its 

neighbor’s points. The location of pi+1 has not moved yet. Its location is used to compute the 

curvature for pi and each point in the neighborhood of pi. The location having the smallest value is 

chosen as the new position of pi. Figure 2.3 and Table 2.1 have shown how the method works and 

Figure 2.4 has shown sequence of snake execution. 

 

 
Figure 2.3 The energy function is computed at pi and each of its eight neighbors. 

 

 
Figure 2.4 Sequence of snake execution. 

Pi-1 
Pi+1 

Pi 
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Table 2.1 The active contour (snake) pseudo-code. 

PSEUDO-CODE 

Index arithmetic is modulo n. 

Initialize i, i and i to 1 for all i. 

Do 

        /* loop to move points to new location */ 

       For i = 0 to n                      /* point 0 is first and last one processed */ 

              Emin = BIG 

              For j = 0 to m-1            /* m is size of neighborhood */ 

                    Ej = iEcont.j +iEcur.j+iEimage.j 

                    If Ej < Emin then 

                        Emin = Ej 

                        Jmin = j 

               Move point pi to location jmin 

               If jmin not current location, ptsmoved += 1.     /* count points moved */ 

         /* process determines where to allow corners in the next iteration */ 

         For i = 0 to n – 1 

               2

11
//




iiiii
ppppc
  

         For i = 0 to n – 1 

                If (ci > ci-1 and ci > ci+1           /* if curvature is larger than neighbors */ 

                 and ci > threshold1                /* and curvature is larger than threshold */   

                 and mag(pi) > threshold2      /* and edge strength is above threshold */ 

                         Then i = 0                              /* relax curvature at point */ 

Until ptsmoved < threshold3 

 

 

2.3 Fuzzy Logic 

 A fuzzy logic system (FLS) can be defined as the nonlinear mapping of an input data set 

to a scalar output data which consists of three main parts: fuzzier, inference engine and defuzzier 
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as shown in Figure 2.5. The process of fuzzy logic is explained as follows: firstly, a crisp set of 

input data is gathered and converted to a fuzzy set using fuzzy linguistic variables, fuzzy 

linguistic terms and membership functions. This step is known as fuzzification. Afterwards, an 

inference is made based on a set of rules. Lastly, the resulting fuzzy output is mapped to a crisp 

output using the membership functions, in the defuzzification step. 

 

 
Figure 2.5 Fuzzy logic systems. 

 

2.3.1 Fuzzifier 

 In the fuzzifier process, a crisp set of input data is gathered and converted to a fuzzy set 

using fuzzy linguistic variables, fuzzy linguistic terms and membership functions. The linguistic 

variables are the input or output variables of the system whose values are words or sentences from 

a natural language, instead of numerical values. A linguistic variable is generally decomposed 

into a set of linguistic terms. Assume that temperature (t) is the linguistic variable which 

represents the temperature of a room. To qualify the temperature, terms such as “hot” and “cold” 

are used in real life. These are the linguistic values of the temperature. Then,  

 

T(t) = {too-cold, cold, warm, hot, too-hot} 

 

T(t) can be the set of decompositions for the linguistic variable temperature. Each 

member of this decomposition is called a linguistic term, and can cover a portion of the overall 

values of the temperature. Membership functions are used in the fuzzifier and defuzzifier steps of 

a fuzzy logic system, to map the non-fuzzy input values to fuzzy linguistic terms and vice versa. 

On output, a membership function is used to quantify a linguistic term. For instance, in Figure 2.6 

Rule 

Fuzzifier 

Inference 

Defuzzifier 

Fuzzy input set Fuzzy output set 

Crisp output Crisp input  



 

30 

 

 

 

, membership functions for the linguistic terms of temperature variable are plotted. Note that an 

important characteristic of fuzzy logic is that a numerical value does not have to be fuzzified 

using only one membership function. In other words, a value can belong to multiple sets at the 

same time. For example, a temperature value can be considered as “cold” and “too-cold” at the 

same time, with different degree of membership than shown in Figure 2.6.   

 

 
Figure 2.6 Membership function for T(temperature) = {too-cold, cold, warm, hot, too-hot}. 

 

 There are different forms of membership functions such as triangular, trapezoidal, 

Gaussian, or singleton as shown in Figure 2.7. The type of the membership function can be 

context dependent, and it is generally chosen arbitrarily according to the user experience. 

 

 
Figure 2.7 Membership functions: (a) triangular (b) Gaussian (c) trapezoidal (d) singleton. 
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2.3.2 Fuzzy Rules 

 In a fuzzy logic system, a rule base is defined to manage the fuzzy output variable. A 

fuzzy rule uses a simple IF-THEN rule with a condition and a conclusion. Table 2.2 shows the 

matrix representation of the fuzzy rules for the fuzzy logic system. Row captions in the matrix 

contain the values that current room temperature can take, column captions contain the values for 

target temperature, and each cell is the resulting command when the input variables take the 

values in that row and column. For instance, the cell (3, 4) in the matrix can be read as follows: If 

temperature is cold and target is warm then command is heat. 

 

Table 2.2 Fuzzy matrix example of action. 

Target temperature 

Cu
rr

en
t t

em
pe

ra
tu

re
  too-cold cold warm hot too-hot 

too-cold no-change heat heat heat heat 

cold cool no-change heat heat heat 

warm cool cool no-change heat heat 

hot cool cool cool no-change heat 

too-hot cool cool cool cool no-change 

 

2.3.3 Fuzzy Set Operation 

 The evaluation of the fuzzy logic rules and the combination of the result of the individual 

rules are performed by using fuzzy set operations. The operations that is used most often in fuzzy 

logic system are OR (max), AND (min), and NOT (complement), respectively. After evaluating 

the result of each rule, these results should be combined to obtain a final result. This process is 

called inference. The maximum algorithm is generally used for accumulation. 

 

2.3.4 Defuzzification 

 After the inference process, the overall result is a fuzzy value. This result should be 

defuzzified to obtain a final result crisp output. In Figure 2.8, the shaded areas all belong to the 

fuzzy result. The purpose is to obtain a crisp value, represented at a dot in the Figure 2.8, from 
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this fuzzy result. There are many algorithms for defuzzification. However, the algorithm that is 

used most often is the center of gravity calculation (COG). 

 

 
Figure 2.8 Center of gravity on defuzzification step. 

 

2.4 The Ramer-Douglas-Peucker Algorithm 

 The Ramer–Douglas–Peucker algorithm (RDP) is an algorithm for reducing the number 

of points of a curve that is approximated by a set of points. The initial form of the algorithm was 

independently suggested in Urs Ramer, David Douglas and Thomas Peucker. The purpose of this 

algorithm is to find a similar curve with fewer points. The simplified curve consists of a subset of 

the points that defined the original curve. The algorithm can be calculated as follow: 

 1). In Figure 2.9 (a), the starting curve is an ordered set of points or lines and the distance 

dimension  > 0. 

 2). Divide the line. Initially, it is given all the points between the first and last point. It 

automatically marks the first and last points to be kept as shown in Figure 2.9.  

 3). Then, find a point as the end point that is furthest from the line segment formed by the 

first and last points. If the distance between those points to the line segment is greater than ε, 

then the approximated point must be kept. The algorithm must be executed recursively for the 

new approximated line segments, as shown in Figure 2.9 (c). In Figure 2.9 (d) and 2.9 (e), The 

procedure is repeated until the error distance is less than . Finally, the new output curve is the 

defined by a new set of points obtained during each step, as shown in Figure 2.9 (f). 

 

Output 
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Figure 2.9 The RDP algorithm process. 

 

2.5 Hidden Markov Model 

 The Hidden Markov Model (HMM) is a mathematical model of a stochastic process 

based on Markov theorem, where these processes generate a probability of random outcome 

sequence. The HMM is widely used in science, engineering, and many other areas (speech 

recognition, optical character recognition, machine translation, bioinformatics, computer vision, 

finance and economics, and in social science).  The HMM consists of important element as 

follows: 

- The set of states S = {s1, s2, …, sN} where N is number of states. 

- An initial probability for each state i  ,  i = 1, 2, …, N such that i = P( si ) at the initial 

step. 

- An N-by-N transition probability matrix, A = {aij}, where aij is the transition probability 

of taking the transition from state i to state j. 

- A set of observation symbols O = {o1, o2, …, oM },  where M is the number of observation  

symbols.  

- An N-by-M observation matrix, B = {bj(ok )} where bj(ok ), give the probability of 

emitting observation symbol ok from state j. 

The compact notation to indicate the complete parameter set of a model is shown in 

equation (2.19). The HMM can be divided into two parts:  the training model and the evaluation 

model. 

 

 (a)                                      (b)                                   (c) 

(d)                                      (e)                                   (f) 
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λ = (A, B, π)                                                       (2.19) 

 

2.5.1 Training model 

 For the training model, this step attempts to optimize the model parameters (A, B, π). 

The observation sequence used to adjust the model (λ) is called a training sequence since it is 

used to train the HMM. The forward-backward algorithm has been used to calculate the 

probability of each training sequence. Evaluation of new model parameters is calculated using the 

Baum-Welch method to create best model for real phenomena, as shown in Figure 2.10. 

 

 
Figure 2.10 Training model process. 

 

 Calculating the probability of the input observation sequence by using the Forward-

Backward procedure can be described as follows: 

In the forward algorithm, the forward variables are defined as following: 

-  it        Forward variable of state i at time t. 

Observation Training Sequence 

Initialize Variable  = (A, B, )                                                   

Find probability of the observation sequence using 

Forward-Backward Procedure  

Evaluate the variable Evaluation using Baum-Welch Method 

Calculate the difference value between the probability of the current and 

previous round. If less than or equal Threshold, repeat 

Optimize the model for the observation sequence 
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- i           Probability of state i at time t. 

-  tj Ob    Probability of observation sequence of state j at time t. 

- ija         Probability of taking the transition from state i to state j. 

- Initialization 

   11 Obi ii        ,     Ni 1                                (2.20) 

- Induction 
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- Termination 
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In the backward algorithm, the backward variable defines as: 

-  it     Backward variable of state i at time t. 

- Initialization 

  1iT  , Ni 1                                           (2.23) 

- Induction 
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1
11   , 1,...,2,1  TTt  , Ni 1          (2.24) 

 

 Adjust the model parameters (A, B, ) to maximize the probability of the observation 

sequence given the model. An iterative procedure such as the Baum-Welch method (or 

equivalently the expectation-modification) can be used for model parameter choosing. 

- Define ξt(i,j) as the probability of being in state i at time t and state j at time t+1. 
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- Define γt(i) as the probability of being in state i at time t, given model λ, and 

observation sequence O relative to all ξt(i,j) 
 



 

36 

 

 

 

   



N

j
tt jii

1

,                                                   (2.26) 
 

- Evaluating new values of A, B and  
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2.5.2 Evaluation model 

 For the evaluation model, the probability of input observation sequence P(O|λ) for each 

HMM model is evaluated by the forward algorithm to compute the best path per HMM. The best 

path represents the most likely sequence of states in HMM. The input observation sequence is 

considered as recognized when the model with the maximum probability is found, as shown in 

Figure 2.11. 
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Figure 2.11 Evaluation model process. 

Input observation Sequence 

Initialize model λ = (A, B, π) 

Compute the probability that the input 

observation is produced by the model 

Choose the model which best matches the 

input observation sequence 
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CHAPTER 3 

RESEARCH METHODOLOGY 

 

3.1 Thai Finger-Spelling 

 Thai finger-spelling is the usage of hand posture for representing the alphabet, vowels, 

intonation marks, and numbers to spell the specific names, places, or technical words. Thai 

finger-spelling was developed in A.D. 1956 (Lady Karmonla Kririt). It is based on American 

finger-spelling, as shown in Figure 3.1. 

 

 
Figure 3.1 The American finger-spelling hand posture. 

 

 In Figure 3.5, the Thai finger-spelling is compared to the phonetics of American finger-

spelling. Finger-spelling will be matched to American finger-spelling whose sound particular 

character is similar. For example, Thai alphabet “ก (Ko kai)” has a similar sound to the “K” letter 

in American finger-spelling. Therefore, the hand posture of “K” letter will be used to represent “ก 

(ko kai)” in Thai finger-spelling, as shown in Figure 3.2. 

 

 
                       (a)                        (b) 

Figure 3.2 Thai Finger-spelling: (a) hand posture of “K” (b) hand posture of “ก (Ko kai)”. 
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 However, additional finger-spellings as the combination of hand postures of American 

finger-spelling, are extended in order to represent all 42 Thai letters. For example, “ข (Kho khai)” 

= k+1 as shown in Figure 3.3 (a). The usage frequencies of letters determine the order of finger-

spelling for consecutive letters, such as “ข (Kho khai)” is spelled before “ค (Kho khwaiand)”, and 

“ฆ (Kho ra-khang)”, as shown in Figure 3.3 (b) and Figure 3.3 (c), respectively.  

 

 
                                                           (a)               (b)                 (c) 

Figure 3.3 The order of finger-spelling: (a) “ข (Kho khai)” = k+1 (b) “ค (Kho khwai)” = k+2  

(c) “ฆ (Kho ra-khang)” = k+3. 

 

 Comparing to the English language, in the Thai language there are additional vowels and 

intonation marks. The extended finger-spellings using a combination of two hands are defined in 

order to represent the meaning. For instance, some vowels such as “-ะ (Sara a)”, “-า (Sara ar)” or 

“เ- (Sara ae)” or intonation marks “  (Mai tho)” are made this way. The two hands of Thai 

finger-spelling are formed by a dominant hand (either the left or the right hand) for the letter and 

by a subordinate hand, which selects the particular vowel by its position number, as shown in 

Figure 3.4. 

 

                                                               (a)                    (b) 

Figure 3.4 Two-hand sign:  (a) spelling “  (Mai tho)” (b) spelling “-า (Sara ar)”. 

 

Figure 3.5 shows the complete set of Thai finger-spellings that was designed. It does not 

contain value for the old Thai consonants “ฅ” (Kho khon) and “ฃ” (kho khuat). The 42 of Thai 

letters and the 7 of the Thai vowels symbols have finger-spelling that require only one hand. The 
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other symbols require two hands, and more than one such finger-spelling may be needed to 

represent the phoneme of that vowel. 

 

 
Figure 3.5 Thai finger-spelling. 

 

3.2 Proposed Method the 

 In this research, the work concentrated on Thai alphabet finger-spelling for sign 

language. A visual prototype for the 42 Thai letters finger-spelling recognition system was 

proposed, which considered only a single instance of right-hand finger-spelling in front of a 

single video camera. The system consisted of four main parts:  

 1) Hand segmentation: segment the region of interest of the hand from an image 

sequence, and calculate initial features.  

 2) Key hand posture selection: determine the key frame representing the hand posture of 

finger-spelling from the image sequence.  

 3) Hand feature definition: define the finger shapes and hand appearance features, and 

represent that a chain code sequence.  
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 4). Recognition model: recognize a single Thai letter finger-spelling from hand features 

using the scored voting method and the Hidden Markov Model learning based (HMM). The 

system overview is shown in Figure 3.6. 

 

 
Figure 3.6 The system overview 

 

3.2.1 Hand Segmentation 

 In this step, the method focused on the region of interest, which is segmented from the 

depth image, and extract necessary hand features to initialize the system. 

A. Hand region Segmentation 

 We assume in Figure 3.7 (a) that user’s right is the closest object to the camera. Using a 

depth image solved the problem of segmenting the hand from the complex background. Depth 

information is a 3D position vector (x,y,z) obtained from the depth camera. The the x and y values 

are distance information corresponding to the rows and columns of the array as in an ordinary 

image. The z value is the corresponding depth reading that is stored in the pixels, for detecting 

how far away from camera that the object is. 

 

Key Hand  

Posture Selection 

Hand Feature  

Definition 

Recognition  

Model 

Hand  

Segmentation 

Thai Alphabets Finger-Spelling Recognition 

- Hand segment  

- Initial features 

  - Hand center 

  - Hand size 

  - Fingertips 

- Candidate fingertip 

- Fingertips tracking 

- Key hand posture 

- Finger shape 

  - Open, Bend,  

  - Forward, Close 

- Hand Appearance 

  - Separate, Group 

  - Cross, Rotation 

  - Movement 

- Feature Codes 

 

- Score voting 

  - American finger- 

    spelling 

- HMM learning    

  - Thai alphabets  

    finger-spelling  



 

42 

 

 

 

 
                                    (a)                                   (b)                                        (c) 

Figure 3.7 Depth information: (a) complex background (b) depth image  (c) hand’s region. 

 

 The depth image in Figure 3.7 (b) provides a strong clue for separating between the hand 

and the complex background (the closer object is the darker intensity). Thus, the system takes 

advantage of depth information to extract only the hand’s region of the image as shown in Figure 

3.7 (c). After extracting hand’s region, the initial hand’s features will be estimated, such as hand 

center, fingertips position, palm size. All initial hand features are used as reference values to 

compare changing hand gestures in the finger-spelling recognition system. 

 

B. Hand Center Position 

 We obtained the center point of the hand’s region, which can be computed easily from 

the moments of pixels in the hand’s region, defined as:   

 


x y

ji
ij yxIyxM ),(

                                                (3.1) 

 

In the above equations, I(x,y) is the pixel value at the position (x,y) of the image x and y range 

over the hand’s region. The hand center point, C0(Xc,Yc), is calculated as show in Figure 3.8 (a). 
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                                                    (3.2) 

 

The palm size (R) is defined as the closest Euclidean distance (d) between the center point of 

hand (C0 ) and the pixel (P) on hand boundary (B), as shown Figure 3.8 (b). 
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After the initial positions of the five fingertips are detected, each of them will be given a label that 

corresponds to the thumb, index, middle, ring and pinky fingers. Since we constrain initial open 

hand posture to frontal view, we can simply label fingers based on sorting the five points by 

clockwise arrangement around palm center. Nevertheless, it can only detect fingertips in an open 

hand. Thus, a tracking method is used for fingertips tracking, giving the changed position at all 

times in finger-spelling process. 

 

3.2.2 Key Hand Posture Selection 

 This section, details how to select the key frames of the hand posture that represent the 

finger-spelling letters in the image sequences. Note that not every frame in the image sequences is 

necessary to the recognition system. 

A. Locating Fingers 

 Most movements in finger-spelling are finger movements, as in Figure 3.10 (a). 

Therefore, we have defined two conditions to segment finger locations from depth image in 

Figure 3.10 (b).  For a stretching finger, using distance condition (d), it is apparent that:  
 

  dkCpd .,
0
                                                       (3.4) 

 

where p is the pixel on hand region, C0 is the hand center, k is a scaling factor, and d is a pre-

defined distance threshold. For a bending finger, using depth condition (z), it is apparent that 

follow:                                                                                              

 

ZkCZpZ .)()( 0                                                     (3.5) 
 

where z(p) is the depth value of a pixel in the hand region, z(C0) is the depth value of the hand 

center, k is a scaling factor, and z is a pre-define depth threshold.                 
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                                            (a)                                                           (b) 

Figure 3.10 Locating Fingers: (a) origin hand posture (b) extraction of finger location using pre-

defined conditions. 

 

B. Candidate Fingertips 

 We define searching an area to locate the candidate fingertip positions (Cfi). We assume 

that fingertip positions should be points on the hand contour. However, the hand contour points 

do not change much from the current point to the next one. Therefore, it may not be necessary to 

consider all points on the hand contour. Accordingly, the polygon approximation algorithm [36] 

is used to extract key points. Figure 3.11 (b) shows candidate fingertip positions on the contour 

for a stretching finger. In addition, candidate fingertip positions can be found by assuming that 

they are closest to the camera in each finger region. We use the depth value to find the point 

which has minimum depth to be candidate fingertips. Figure 3.11 (b) shows these points inside 

the contour. 
 

 
                                             (a)                                                   (b) 

Figure 3.11. Candidate fingertips: (a) orgin hand posture (b) candidate fingertip using polygon 

approximation and minimum depth value. 

 



 

46 

 

 

 

C. Fingertip Tracking 

  Fingertip positions changed over time, thus a tracking process is used to track fingertip 

positions which occur in a finger movement sequence. The correspondence of the fingertip 

position between successive frames is built by the concept of an active contour [4,12]. The  

possible candidate fingertips (Cfi) of each fingertip will be assigned energy values and then the 

maximum energy point is chosen to be the fingertip in the next frame. It is simpler to go directly 

to a discrete formulation of the energy function which can be written as: 

 

)()()( iexternaliinternali CfECfECfE                                (3.6) 
 

 The energy for each candidate fingertip can be decomposed into two basic energy terms. 

Einternal represents the internal energy of the candidate due to bending or stretching of the finger, 

and Eexternal is the external constraint introduced by user. The internal energy of candidate 

fingertips is defined as: 

 

directiondepthcurvaturecontinuityinternal EEEEE              (3.7) 

 

 The Econtinuity is the energy of continuity. It forces the candidate fingertip points to be 

continuous, because the fingertip (fj) should not change much from the current point to the next 

one. Therefore, this term tries to find the minimize distance between the average distance ( d ) 

and candidate fingertip point. The Econtinuity attempts to keep the points at appropriate distance. The 

form of Econtinuity is: 

 
2

ijcontinuity CffdE                                            (3.8) 

 

 The purpose of Ecurvature this term is to find the smoothness of the candidate fingertips by 

considering contour curvature. In the discrete case, Ecurvature is the angle between the two vectors A 

= (xi – xi-k, yi – yi-k) and B = (xi+k – xi, yi+k – yi), where k is constraint. The curvature threshold will 

be defined during the initial process. If the candidate fingertips have a curvature value that fall 
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under a predefined threshold, these points will be kept to be possible candidate fingertips. The 

formula for Ecurvature is: 

 

BA

BA

 

.
Ecurvature

1cos                                                          (3.9) 

 

 Because we have used the property of depth, which Edepth has been established. The Edepth 

is distance between the candidate fingertips and the camera, which represent 16-bit depth data 

units in millimeters. As we have assumed, the fingertips should be found at the closest point to 

the camera when a finger is bending or moving into the palm. Therefore, Edepth becomes a 

maximum value when the candidate fingertips get close to the camera. The closest point will be 

given more priority than the rest of the points in order of depth.  

 A fingertip has moved from its location in frame i to a new location in frame i+1. 

Additionally, our method has used the direction to estimate the new location of the fingertips. 

Suppose that fj is the current vector of the fingertip, and cfj is the vector of candidate fingertips. 

Thus, the candidate fingertips should have the same direction as the movement of fingertips. The 

direction will be considered from the positive and negative signs of a vector in x and y axis. The 

Edirection occurs from vector from fj to cfi that can be defined as: 

 

ijdirection
fE cf

                                                          (3.10) 

 

 As we mentioned previously, the Eexternal is the external constraint. Thus, in our system, 

the distances from all fingertips to considering candidate fingertip in image are used to describe 

the Eexternal. For instance, if we are considering the movement of the index fingertip, the distances 

from other fingertips to the candidate fingertip point are equivalent to the external energy, which 

will be used to estimate suitability for choosing the candidate fingertip to be the index fingertips. 

The distance from index fingertip to candidate fingertip should be shorter than to other fingertips. 

On the other hand, if the distances from other fingertips are shorter than the index fingertip 

distance, the candidate fingertip should be assigned to another fingertip. The energy function 

represents the importance of candidate fingertips relative to each fingertip. The candidate 
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fingertip with maximum energy is selected to be the new location of the fingertip in the next 

frame. In order to reduce the tracking error due to losing depth value, a simple low-pass filter is 

applied for the smoothness trajectory of fingertip tracking. The average point between the 

selected point and the current fingertip point will be estimated. The pseudo-code for fingertip 

tracking the four basic finger motions (bending, closing, crossing, rotation) will be show in Table 

3.1 and Figure 3.12. 

 

 
                  (a)                         (b)                       (c)                                          (d)  

Figure 3.12 Finger tracking: (a) bending (b) closing (c) crossing (d) 450 hand rotation. 

 

D. Key Hand Posture 

 The most stable frame image will be selected as the key hand posture in the finger-

spelling flow. This can eliminate unimportant hand posture during transition which does not carry 

obvious meaning. The frame differencing method is used to detect the temporal difference 

between successive frame images, and to determine the frame image with minimum difference as 

the key hand posture in the video sequence. The form for frame differencing is: 

 

D

n

i ikkk
yxPyxPyxD  




0
1

),(),(),(                           (3.11) 

 

The frame differencing can be computed by differencing in terms of the fingertip’s position, 

where D represents the frame difference, and P represents the fingertip’s position. The frame 

differencing is calculated to find a stable hand posture where the difference falls under a 

predefined threshold. This is called key hand posture. In Figure 3.13, frames that are in the red 

square will be selected for key hand postures because differencing of fingertip’s positions are 

quite stable, and they fall under a predefined threshold. 
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Figure 3.13 Key hand posture selections. 

 

Table.3.1. Fingertip tracking algorithm 

Pseudo-Code 

Input: The initial fingertips, { fj} 

Output: The updated position of the fingertips 

Do                        /******** loop to move point to new position******** /                                     

        For  j = 0 To n                                          /* n is number of fingertips */ 

                  Emax = 0                                                /* initial energy value */ 

                 I = 0                                         /* initial selected candidate fingertip (x,y) */ 

                  For i = 0 To m                         /* m is number of candidate fingertips */ 

                           Ei = Einternal + Eexternal                /* sum of  energy function*/ 

                           If Ei > Emax Then 

                               Emax = Ei                                     /* assign energy value */ 

                               I = i                              /* assign selected  candidate  fingertip (x,y) */ 

                  End 

                   fj = avg(fj, I)                                      /* update fingertips position */ 

        End 

  End 

Return{ fj }                                              /*return the adjusted fj fingertips positions*/ 
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3.2.3 Hand Feature Definition 

 The definition of hand features is detailed in this section. Two types of characteristics are 

used in order to obtain the invariant and robust features: finger shape features and hand 

appearance features. All features will be encoded as chain code feature sequences to represent 

hand posture. 

A. Finger Shape Features 

 Finger shapes will be used to discriminate the difference between a pair of elements in 

the set of hand postures. For reduced computational complexity, there are four basic fingers 

shapes (“Open”, “Bend”, “Point” and “Close”) as shown in Figure 3.14. 

 

 
                (a)                           (b)                     (c)                                           (d) 

Figure 3.14 Basic finger shapers: (a) open (b) bend (c) point (d) close. 

 

 In this step, fuzzy logic [5,8] is used to classify finger shapes.  The process of fuzzy logic 

is explained in Figure 3.15. Firstly, a crisp set of input data is gathered and converted to fuzzy 

sets using linguistic variables, fuzzy linguistic terms and membership functions (µ). This step is 

called fuzzification. Subsequently, an inference is made to get an evaluation result, based on a set 

of rules. Finally, the resulting fuzzy output is mapped to a crisp output using membership 

functions, in the defuzzification step. 
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Figure 3.15 The fuzzy logic system. 

 

 In the system, the linguistic variables are defined as depth(D), distance(Dist) and 

shape(S). The depth (depth value at the fingertip position, D(t)) and distance (distance from the 

fingertip position to the hand center point, Dist(t)) are input variables, but shape is an output 

variable. In linguistic terms, the depth and distance variables are decomposed into a set of “Near”, 

“Middle” and “Far” terms: 

D(t) = {Near, Middle, Far} , Dist(t) = {Near, Middle, Far}. 

The range of each term is shown in Figure 3.16.  For the shape variable (S(t)), the linguistic terms 

are open, bend and point: 

S(t) = {Open, Bend, Point} 

We do not include “close” in the set of shape lingusitic terms because the “close” shape will be 

classified immediately when the fingertip position is in the palm region. In Figure 3.17, we use a 

trapezodial curve as the type of the membership function of each linguistic term. The 

fuzzification will be done to convert all crisp input to fuzzy set input as shown in Figure 3.18. 

 

 

Fuzzification Defuzzification 

 

Inference 

Rules Crisp input Crisp output 

Fuzzy output set Fuzzy input set 
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                                        (a)                                                                      (b) 

Figure 3.16 Linguistic terms: (a) distance (b) depth. 

 

 
Figure 3.17 Trapezoidal curve membership functions. 
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Figure 3.18 Fuzzy sets: (a) distance (b) depth (c) shape. 

 

 The rule base is  defined to control the output variable. The fuzzy rule is a simple IF-

THEN rule with a condition and conclusion. Table.3.2 shows the matrix representation of the 

fuzzy rules. Row captions contain the value that depth can take, column captions contain the 

value for distance, and each cell is the resulting shape when the input variables take the values in 

that row and column. For example, the cell (1,1) in matrix can be read as follows: IF distance is 

“Near” AND depth is “Near” THEN shape is “Point”. Table.3.3 shows fuzzy rule for the finger 

shape classification. 

 

(a) 

(b) 

(c) 
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Table 3.2 Fuzzy matrix. 
Di

sta
nc

e 

Depth 

 Near Middle Far 

Near Point Point Point 

Middle Point Bend Bend 

Far Open Open Open 

 

Table 3.3 Fuzzy rules for finger classification system. 

Fuzzy Rules 

1. IF Distance is Near AND Depth is Near THEN Shape is Point 

2. IF Distance is Near AND Depth is Middle THEN Shape is Point 

3. IF Distance is Near AND Depth is Far THEN Shape is Point 

4. IF Distance is Middle AND Depth is Near THEN Shape is Point 

5. IF Distance is Middle AND Depth is Middle THEN Shape is Bend 

6. IF Distance is Middle AND Depth is Far THEN Shape is Bend 

7. IF Distance is Far AND Depth is Near THEN Shape is Open 

8. IF Distance is Far AND Depth is Middle THEN Shape is Open 

9. IF Distance is Far AND Depth is Far THEN Shape is Open 

 

 The evaluations of the fuzzy rules and the combination of the results of the individual 

rules are performed using fuzzy set operations, this process is called inference. The operation that 

is used often for fuzzy logic are OR(max), AND(min), and NOT(complement), respectively. After 

evaluating the result of each rule and combing them to obtain a final result, Defuzzification is 

performed according to the membership functions of the fuzzy output variable. For instance, we 

have the result in Figure 3.19 at the end of inference. 
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Figure 3.19 Fuzzy set result. 

 

 In Figure 3.19, the shaded areas all belong to the fuzzy result. This result should be 

defuzzified to obtain a final crisp output. There are different algorithms for defuzzification. We 

have used center of gravity (COG) to map fuzzy output to be a crisp output, represented with a 

dot in the Figure 3.19, from the fuzzy result. The COG algorithm is written as: 

 

 

 





 N

i

N

i

x

xx
COG

1

1





                                                      (3.12) 

 

The example of finger shape feature classification which uses fuzzy logic for “Open”, “Bend” and 

“Point” shapes is shown in Figure 3.20. 
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closed. In Figure 3.21 (b), all finger relations are separated. Thus, we have defined the finger 

relation as “Group”, “Separate” and “Cross” by using distance (d) and fingertip’s position (p) 

which covers for all set of hand postures in finger-spelling system as shown in Figure 3.22. The 

condition for finger relation can be defined as following: 

 

 group finger relation: 

dd                                                         (3.13)     

 separate finger relation: 

 

dd 
                                                        (3.14) 

 cross finger relation: 

dd    and  ji pp                                         (3.15) 

 

where d is a distance between fingertip, and p is a fingertip’s position. 

 

 
                                     (a)                                     (b)                                    (c) 

Figure 3.22 Finger relations: (a) group (b) separate (c) cross. 

 

 Furthermore, hand rotation and hand movement will be used with another feature for 

represent difference of each hand posture in finger-spelling. The hand rotation can be calculated 

from orientation using image moment method. The hand movement computes from different of 

pi pi pi 

d pj 
d d pj pj 
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hand center’s position in sequence. The hand rotation and movement feature will be shown in 

Figure 3.23. 

 

 
Figure 3.23 Hand appearance: (a) Hand rotation (b) Hand movement. 

 

C. Chain Codes Feature 

 To represent the hand posture, both finger shapes and hand appearance will be encoded 

as shown in Table 3.4. 

  

Table 3.4 Finger shape and hand appearance feature codes. 

Code Finger shape Code Hand appearance Code  Hand appearance 

1 Open 5 Group  9 Movement  

2 Bend 6 Separate 0 No-Rotation  

3 Forward 7 Cross 0 No-Movement 

4 Close 8 Rotation - - 

 

 Each key hand posture consists of features encoded as a feature array. The 17 feature 

array units are used to build hand posture chain codes which each in element is defined as 

follows: 

(a) 

(b) 
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 In our system, the feature vector is composed of 17 values defined as shown in Figure 

3.24. The first 5 elements (f1,f2,f3,f4,f5) indicate the finger shape (thumb, index, middle, ring and 

pinky respectively). In Figure 3.24, (f1,f2,f3,f4,f5) = (4,1,1,4,4) means that the thumb is “close”, 

index and middle are “open”, ring and pinky are “close”, respectively. The next 4 elements (f12 

,f13,f14,f15) describe the relation between thumb with index, middle, ring and pinky fingers. In 

Figure 3.24, (f12,f13,f14,f15)  = (6,6,6,6) indicates that all relations of thumb with other fingers are 

“separate”. The next 3 elements (f23,f24,f25) describe the relation of index with middle, ring and 

pinky fingers. The next 2 elements (f34,f35) describe the relation of middle with ring and pinky 

fingers. In Figure 3.24, (f34,f35)  = (6,6) indicates that all relations of middle with other fingers are 

“separate”. The element (f45) describes the relation of ring and pinky. In Figure 3.24, (f45) = (5) 

indicates that the relation of ring with pinky finger is “close”. The next 2 elements (hr,hm) 

represent the rotation and movement of hand. In Figure 3.24, (hr,hm) = (0,0) indicates that there is 

no rotation or movement for this hand posture. Finally, the vector feature of the hand posture in 

Figure 3.24 have the chain codes as P = {4,1,1,4,4,6,6,6,6,6,6,6,6,6,5,0,0}. 

 

 
Figure 3.24 Hand posture encoding. 

f1 f2 f3 f4 f5 f12 f13 f14 f15 f23 f24 f25 f34 f35 f45 hr hm 

Hand posture chain codes feature 

f1  = 4 f2  = 1 f3  = 1 f4 = 4 f5=4 

f12 = 6 f13 = 6 f14 = 6 f15= 6 

f23 = 6 f24 = 6 f25= 6 

f34 = 6 f35 = 6 

f45 = 6 

hr= 0 hm= 0 
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3.2.4 Recognition Model 

 In this step, we describe the about finger-spelling recognition process. Since Thai 

alphabet finger-spelling is based on American finger-spelling, the recognition model will consist 

of two major processes. 

A. Scored Voting Recognition 

 The voting and scoring methods are combined and used in our recognition process. This 

method is simple and effective and can run in real time. Firstly, the n patterns of the hand posture 

chain codes (Pi | i = 1…N) are pre-defined because they were computed in off-line. Each pattern 

represents a finger-spelling that is the chain code of finger shape features and hand appearance 

features. Secondly, any hand posture which is captured from the camera will be detected and 

encoded into the same type of chain codes. Thirdly, the similarity between the detected pattern 

and the n pre-defined patterns is calculated by using a simple scored voting method. This 

technique will compare each element of the input chain codes with the corresponding element of 

the pattern chain code. The score will be given if any element has matched as shown in Figure 

3.25. Thus, the hand posture will be recognized as the pattern which gives the maximum score.  

This technique is applied for the American finger-spelling recognition system. There are 31 

template hand postures that consist of 26 hand postures for American-English letters (A-Z) and 5 

hand postures for 1-5 numbers. Each template hand posture is shown in Figure 3.26 and chain 

code in Table 3.5. 

 

 
Figure 3.25 The scored voting. 

 

4 4 4 4 1 5 6 6 6 5 6 6 5 6 6 0 0 

4 4 4 4 1 7 6 6 6 5 6 6 5 6 6 0 0 

1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 
 

Pre-define template 

Input chain code 

Score 

Total score = 16 

  

 score = 1  score = 0 

               
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Figure 3.26 The 31 hand postures for American finger-spelling. 

 

Table.3.5. hand posture feature codes 

Hand 

posture 

f1 f2 f3 f4 f5 f12 f13 f14 f15 f23 f24 f25 f34 f35 f45 hr hm 

A 4 4 4 4 4 6 6 6 6 5 6 6 5 6 5 0 0 

B 4 1 1 1 1 6 6 6 6 5 6 6 5 6 5 0 0 

C 4 2 2 2 2 6 6 6 6 5 6 6 5 6 5 0 0 

D 4 1 4 4 4 6 5 6 6 6 6 6 5 6 5 0 0 

E 4 4 4 4 4 6 6 6 5 5 6 6 5 6 5 0 0 

F 4 4 1 1 1 5 6 6 6 6 6 6 5 6 5 0 0 

G 4 1 4 4 4 6 6 6 6 6 6 6 5 6 6 8 0 

H 4 1 1 4 4 6 6 6 6 5 6 6 6 6 5 8 0 

I 4 4 4 4 1 5 6 6 6 5 6 6 5 6 6 0 0 

J 4 4 4 4 1 5 6 6 6 5 6 6 5 6 6 8 0 

K 4 1 1 4 4 6 6 6 6 6 6 6 6 6 5 0 0 

L 1 1 4 4 4 6 6 6 6 6 6 6 5 6 5 0 0 

M 4 3 3 3 4 6 6 6 5 5 6 6 5 6 6 0 0 

N 4 3 3 4 4 6 6 5 6 5 6 6 6 6 5 0 0 

O 4 4 4 4 4 5 6 6 6 5 6 6 5 6 5 0 0 

A B D G C F E 

Q 

I 

K 

H 

L M P O N R 

S Y X W V U T 

4 5 3 2 1 

Z 

J 
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Hand 

posture 

f1 f2 f3 f4 f5 f12 f13 f14 f15 f23 f24 f25 f34 f35 f45 hr hm 

P 1 1 3 4 4 6 6 6 6 6 6 6 6 6 5 0 0 

Q 3 3 4 4 4 6 6 6 6 6 6 6 5 6 5 0 0 

R 4 1 1 4 4 6 6 6 6 7 6 6 6 6 5 0 0 

S 4 4 4 4 4 7 5 6 6 5 6 6 5 6 5 0 0 

T 4 3 4 4 4 6 5 6 6 6 6 6 5 6 5 0 0 

U 4 1 1 4 4 6 6 6 6 5 6 6 6 6 5 0 0 

V 4 1 1 4 4 6 6 5 6 6 6 6 6 6 5 0 0 

W 4 1 1 1 4 6 6 6 5 6 6 6 6 6 6 0 0 

X 4 2 4 4 4 6 5 6 6 6 6 6 5 6 5 0 0 

Y 1 4 4 4 1 6 6 6 6 5 6 6 5 6 6 0 0 

Z 4 1 4 4 4 6 5 6 6 6 6 6 5 6 5 0 9 

1 4 1 4 4 4 6 6 6 6 6 6 6 5 6 5 0 0 

2 4 1 1 4 4 6 6 5 5 6 6 6 5 6 5 0 0 

3 1 1 1 4 4 6 6 6 6 6 6 6 6 6 5 0 0 

4 4 1 1 1 1 6 6 6 6 6 6 6 6 6 6 0 0 

5 1 1 1 1 1 6 6 6 6 6 6 6 6 6 6 0 0 

 

B. HMM Learning Model 

 Thai finger-spelling derives from the hand posture of American finger-spelling. For 

example, “ก  (ko kai)” use “K” (K), “ข  (kho khai)” use a combination of “K” and “1” (K+1). The 

42 hand posture sequences for each Thai letter finger-spelling can be shown in Figure 3.29 and 

Table.3.7. For this recognition step, a learning-based approach such as the Hidden Markov Model 

(HMM) [11] is used. The HMM is a stochastic processes which can be used to model any time 

series data. Therefore, HMM is useful for recognition of Thai finger-spelling, which can be 

viewed as a series of hand postures in American finger-spelling. The basic elements of HMM can 

be expressed as follows: 

 1). A set of learning states: 

S = {S1,S2, …,SN} 
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The number of states is determined by using the maximum number of hand posture involved in 

performing a Thai finger-spelling (e.g. “ธ” (tho thong) in Table 3.7 use three hand posture) which 

is three states for hidden states and additional two states for initialization and finalization. 

Therefore, a five-state model with transitions was chosen for the system (N=5). 

 2). A set of observation symbols: 

V = {V1,V2, …VM} 

The observation symbols are represented by the thirty-one hand postures in American finger-

spelling (M=31). All observation symbols are listed in Table.3.6. The hand posture sequence will 

be converted to an observation symbols sequence for using as input to the learning model. For 

instance, the “ก  (ko kai)” alphabet uses “K”. This sequence is converted to symbol “11”. The “ข 

(kho khai)” alphabet use “K+1”. Thus, the sequence is converted to sequence symbol of “11 and 

27” and so on.  

 3). The state transition matrix A = {aij}, where aij is the transition probability of taking 

the transition from state i to state j. 

 

  NjiSqSqPa
itjtij



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1                         (3.16) 
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A                                              (3.17) 

  

 4). The observation symbol probability distribution matrix B = {bj(k)}, where bj(k ) give 

the probability of emitting observation symbol ok from state j. 

 

    MkNjSqVoPkb jtktj  1;1,|           (3.18) 
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 (3.19) 

 

 5). The initial state distribution matrix  = {i}, where i is initial probability of all 

states in the model. 

 

NiSqP ii  1),( 1                                  (3.20) 

 

  2.0   2.0   2.0   2.0   2.0
i

                                        (3.21) 

 

 6). The HMM topology, Fully Connected topology, is applied for our system. In this 

topology, every state can be reached from any state in a finite number of steps as shown in Figure 

3.27. 

 For training process, the HMM models the 42 Thai alphabet finger-spellings (k) by the 

training data input. For recognition, a combination of hand posture in the American finger-

spelling system are converted to be observation symbol sequence (O =V1,V2,..,VT) and input to 

each HMM model for calculating the probability P(O|k). The models that give the maximum 

probability will be recognized as result of the input observation symbol sequence. The recognition 

process is shown in Figure 3.28. 
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Figure 3.27 Fully connected HMM topology. 

 

 
Figure 3.28 HMM recognition model process. 

 

Table.3.6 Observation symbols. 

Hand posture Observation symbol Hand posture Observation symbol 

A 1 Q 17 

B 2 R 18 

C 3 S 19 

D 4 T 20 

E 5 U 21 

F 6 V 22 

G 7 W 23 

H 8 X 24 

 1 

P(O|1) 

O =V1,V2,…,VT 

2 

P(O|2) 
Maximum 

Probability 

 

.  .  . 

P(O|42) 

 

2 

42 

Output 

S2 

S1 

S3 

a11 

a13 a12 

a23 

a21 
a22 a33 a31 

a32 

b2 

bN 

b1 

b2 

b1 

bN b2 
b1 

bN 



 

66 

 

 

 

Hand posture Observation symbol Hand posture Observation symbol 

I 9 Y 25 

J 10 Z 26 

K 11 1 27 

L 12 2 28 

M 13 3 29 

N 14 4 30 

O 15 5 31 

P 16 Undistinguished 32 

 

Table 3.7   42 Thai alphabets finger-spelling. 

Alphabet Posture Symbol Alphabet Posture Symbol 

ก (ko kai) K 11 ว (wo waen) W 23 

ข (kho khai) K+1 11, 27 ด (do dek) D 4 

ค (kho khwai) K+2 11, 28 ฎ (do cha-da) D+1 4, 27 

ฆ (kho ra-

khang) 

K+3 11, 29 ฟ (fo fan) F 6 

ต (to tao) T 20 ฝ (fo fa) F+1 6, 27 

ถ (tho thung) T+1 20, 27  ล (lo ling) L 12 

ฐ (tho than) T+2 20, 28 ฬ (lo chu-la) L+1 12, 27 

ฒ (tho phu-

thao) 

T+3 20, 29 จ (cho chan) J 10 

ฑ (tho 

montho) 

T+4 20, 30 ย (yo yak) Y 25 

ฏ (to pa-tak) T+5 20, 31 ญ (yo ying) Y+1 25, 27 

ส (so suea) S 19 ม (mo ma) M 13 

ศ (so sala) S+1 19, 27 น (no nu) N 14 

ษ (so rue-si) S+2 19, 28 ณ (no nen) N+1 14, 27 

ซ (so so) S+P 19, 16 ง (ngo ngu) N+G 14, 7 
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Alphabet Posture Symbol Alphabet Posture Symbol 

พ (pho phan) p 16 ท (tho thahan) T+H 20, 8 

ป (po pla) P+1 16, 27 ธ (tho thong) T+H+1 20, 8, 27 

ผ (pho 

phueng) 

P+2 16, 28 ฉ (cho ching) C+H 3,  8 

ภ (pho sam-

phao) 

P+3 16, 29 ช (cho chang) C+H+1 3, 8, 27 

ห (ho hip) H 8 ฌ (cho choe) C+H+2 3, 8, 28 

ฮ (ho nok-huk) H+1 8, 27 อ (o ang) A 1 

บ (bo baimai) B 2 Undistinguished Undistinguished 32 

ร (ro ruea) R 18 - - - 

 

 
Figure 3.29 The 42 Thai letters finger-spelling hand postures. 

 

3.3 Summary 

 In this chapter, we introduced a method for Thai alphabets finger-spelling recognition 

system based on a hand posture estimation method that uses fuzzy finger shape and hand 

appearance features. By using depth image, the hand region is extracted, and initial features such 

ก  ข ค ฆ ง ฉ ช ซ 

ฌ ญ ฎ  ฏ  ฐ ฑ  ฒ ณ 

ด  ท  ถ  ท  ธ  บ ป  ผ 

ฝ พ ฟ 

น  

ภ ม ย  ร  ล ว  ศ ษ 

ส ห ฬ  อ  ฮ  
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as fingertip, center point, and palm size have been calculated. The concept of active contour 

which uses an energy function is implemented, to track a fingertip’s position in the frame image 

sequence. To discriminate the difference between a pair of elements in the hand posture sets, hand 

feature definitions have been established which are composed of fuzzy finger shapes and hand 

appearance features. The features have been defined as chain codes to represent hand posture. 

Since we focus on Thai alphabet finger-spelling, this recognition process will be performed in 

two steps. First, American finger-spelling is recognized by the chain code feature using scored 

voting method. Second, the Hidden Markov Model (HMM) method is used to build learning 

models to recognize sequences of American finger-spelling hand postures, to render Thai 

alphabet finger-spelling. 
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CHAPTER 4 

EXPERIMENT RESULTS 

 

 In order to measure the performance of the system described in the previous section, 

three sets of experiments were conducted. For the first experiment, the performance of fingertips 

tracking using the active contour concept was evaluated. Since Thai alphabet finger-spelling is 

based on American finger-spelling, the two experiments for American as well as the single Thai 

alphabet finger-spelling will be evaluated in this chapter. 

Implementation system: 

- Software specification: 

The proposed method was implemented in Opencv2.4.1 which runs with 30 frames per 

second on 320×240 depth image video sequences, and visual studio C++ 2008  

- Hardware specification: 

Our current computer hardware was an Intel® core(TM)2 Quad CPU RAM 4 GB, and 

Creative Senz3D depth camera. This web camera has a 720p HD depth map, where each pixel 

(the distance in millimeters from an object to the camera’s X-Y plane, or Cartesian depth) is a 16-

bit integer. 

 

4.1 Datasets 

The video sequence that user dose various hand posture is capture from 320x240 pixels 

depth image using depth sensor camera which used as input data to all experiments.   

 4.1.1 Dataset for fingertip tracking  

The testing sequences of fingertip tracking consist of: bending finger, moving finger into 

the palm, crossing finger, hand movement (up, down, left and right)and  450 hand rotation 

(counterclockwise and clockwise). Each sequence is tested for 10 rounds, amounting to 50 

sequences in total. 
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 4.1.2 Dataset for American finger spelling 

 Hand postures for the American finger-spelling were collected, which consist of the 

letters from “A” to “Z” and hand postures of the numbers �, 2, 3, 4 and 5 (31 hand postures). 

Each posture has 100 examples. The total examples make up 3,100 data point, which were tested 

with per-defined hand chain codes. 

 4.1.3 Dataset for Thai finger spelling 

 The 150 samples of each hand posture (“ก” (Ko kai) to “ฮ” (ho nok-huk); 42 letters) 

were collected, gathering 6,300 samples in total. For each hand posture data set, 50 of the samples 

were used to generate each alphabet model and the other 100 samples were used to test the 

performance of the recognition model. 

 

4.2 Fingertips tracking precision 

 We evaluated the fingertip tracking precision on basic finger movements between the 

tracked fingertips and the ground truth. We defined the ground truth using the end point contour 

of each finger. The basic finger movements, Figure 4.1 to 4.5, include five sequences. Bending 

finger is sequence 1. Moving finger into the palm is sequence 2. Crossing finger is sequence 3. 

Hand movement (up, down, left and right) is sequence 4. Hand rotation (450 counterclockwise 

and clockwise) is sequence 5. Each sequence was tested for 10 rounds. Table 4.1 shows the 

precision in terms of the Euclidean distance. 

 

 
Figure 4.1 Bending finger sequence. 
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Figure 4.2 Moving finger into palm sequence. 

 

 
Figure 4.3 Crossing finger sequence. 

 

 
Figure 4.4 hand movement sequence. 

 

 
Figure 4.5  Hand rotation sequence (450 degree). 
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Table.4.1. Fingertips tracking precision. 

Seq. 
Tracking Precision(Pixel) 

Avg. 
Thumb Index Middle Ring Pinky 

1 7.94 7.65 8.50 9.25 8.51 8.37 

2 25.35 14.28 14.96 23.12 15.69 18.68 

3 7.47 6.06 5.12 5.60 5.10 5.87 

4 5.60 4.16 3.06 5.05 5.77 4.72 

5 4.17 3.44 5.80 3.76 7.19 4.87 

 

 From the experimentation results, we found that the tracking cases for crossing (sequence 

3), rotation (sequence 4) and movement (sequence 5) give a good precision of about 4 to 6 pixels 

of error, because the candidate fingertips obtained the from polygon approximation algorithm are 

quite well located, to the fingertip ground truth. But the tracking cases for bending (sequence 1) 

and moving into palm (sequence 2) give a lower precision of about 9 to 20 pixels of error, due to 

the imperfect depth data received from sensor which was not enough level for near mode 

function. Hence, the depth data of the finger may have been lost in some frames. These factors 

may have produced some errors in the fingertip tracking process. 

 

4.3 American finger-spelling recognition 

Each hand posture for the American finger-spelling is tested for 100 rounds. The result of this 

recognition testing is shown in Table 4.2. The best cases of the system, 100% recognition rate, are 

the hand postures of the numbers “3”, “4” and “5”. The hand postures of these three cases are not 

much different from the initial hand posture of open hand. The movement of the finger does not 

change much. Thus, the finger tracking error will occur less. The worst case which has a less than 

10% recognition rate is the hand posture of “Z” letter. This hand posture has rapid hand 

movement. Thus, the finger tracking error will occur more when the hand posture has an 

immediate change-direction movement. For the general cases about a 65% recognition rate for 

hand postures of “A” to “Y” and “1” to “2”, most of the hand postures have only a continuous 

finger movement, which does not change much from the current frame to the next frame. Hence 

finger tracking using the active contour concept can be quite effectively performed. However, 
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there is misrecognition, which is shown in Table 4.2. For example, hand posture “S” can be 

erroneously recognized as hand posture “A” instead due to the similarity of both hand postures. 

Error may also occur if more than one model has a maximum score, and if score does not pass the 

threshold, which hand posture will be rejected since the process cannot distinguish the two hand 

postures. Example of this process can be shown in Figure 4.6 and at [37].  

 

 Figure 4.6 American finger-spelling recognition processes (2). 
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Figure 4.6 American finger-spelling recognition processes (2). 
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Table 4.2 American finger-spelling recognition result (confusion matrix). 

 
 

4.4 Thai alphabet finger-spelling recognition 

 The Forward-Backward procedure (HMM) is used to calculate the probability of an input 

observation sequence. Since HMM does not have a fixed rule for the state number specification, 

we compare the recognition rate of the HMM process when it use 5 states, 10 states, and the 15 

states. Table 4.3 shows the results of the 42 Thai letters recognition model. The aggregate 

recognition rate of 69.52% for 10 states of HMM is better than the aggregate recognition rate of 

68.90% for 5 states of HMM, but the improvement (+0.62%) is marginal, not significant. 15 

states of HMM give an even lower rate of 65.88%. We chose to use  five states of HMM , give an 

average recognition rate at 68.90%. 
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Table 4.3 Thai alphabets finger-spelling recognition rate. 

Alphabet Recognition rate (%) Alphabet Recognition rate (%) 
5 state 10 state 15 state 5 state 10 state 15 state 

ก (Ko kai) 82 84 79 
ธ (tho 

thong) 
57 61 62 

ข (kho khai) 72 75 71 น (no nu) 63 62 65 

ค (kho 

khwai) 
74 72 69 

บ (bo 

baimai) 
84 86 81 

ฆ (kho ra-

khang) 
75 77 70 ป (po pla) 76 74 73 

ง (ngo ngu) 59 62 56 
ผ (pho 

phueng) 
73 75 71 

จ (cho 

ching) 
73 74 71 ฝ (fo fa) 72 76 70 

ฉ (cho 

ching) 
70 69 67 

พ (pho 

phan) 
77 78 75 

ช (cho 

chang) 
68 69 65 ฟ (fo fan) 78 76 74 

ซ (so so) 52 51 45 
ภ (pho sam-

phao) 
74 75 72 

ฌ (cho 

choe) 
69 72 67 ม (mo ma) 64 61 62 

ญ (yo ying) 77 75 69 ย (yo yak) 75 76 74 

ฎ (do cha-

da) 
74 75 65 ร (ro ruea) 72 71 68 

ฏ (to pa-tak) 57 59 61 ล (lo ling) 75 77 74 

ฐ (tho than) 65 67 63 
ว (wo 

waen) 
72 71 70 

ฑ (tho 

montho) 
62 63 57 ศ (so sala) 54 57 46 

ฒ (tho phu- 64 62 60 ษ (so rue- 52 51 43 
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Alphabet Recognition rate (%) Alphabet Recognition rate (%) 
5 state 10 state 15 state 5 state 10 state 15 state 

thao) si) 

ณ (no nen) 68 70 65 ส (so suea) 55 53 51 

ด (do dek) 80 75 71 ห (ho hip) 73 76 71 

ต (to tao) 61 59 55 
ฬ (lo chu-

la) 
74 75 72 

ถ (tho 

thung) 
58 56 57 อ (o ang) 75 77 73 

ท (tho 

thahan) 
65 69 64 

ฮ (ho nok-

huk) 
72 73 70 

Avg.  HMM 5 state = 68.904%,  HMM 10 state = 69.528%, HMM 15 state = 65.880% 

 

  As a result, we infer that the alphabet models that use only one hand posture get a quite 

better result such as “ก” (ko kai), “จ” (cho chan), “ด” (do dek), “บ” (bo baimai), “พ” (po han), 

“ฟ” (fo fan), “ย” (yo yak), “ร” (ro ruea), “ล” (lo ling), “ว” (wo waen), “ห” (ho hip), “อ” (o ang). 

There are some exceptions, such as “ต” (to tao) or “T”, “ม” (mo ma) or “M”, “น” (no nue) or “N” 

and “ส” (so suea) or “S”, which get a poor result (less than 70%) because the fingertip tracking 

cases for finger overlapping and for adjacency give less precision as show in Figure 4.7. Hence, 

the other letters that are based on these letter groups (“T”, “M”, “N” and “S”) will also give a 

poor result. These are groups of letters which are based on “N”, such as “ง” (ngo ngu) and “ณ” 

(no nen), the groups of alphabets based on “S” such as ศ” (so sala) and “ษ” (so rue-si), and 

groups of letters based on “T” such as “ฏ”  (to pa-tak), “ฐ”  (tho than), “ฑ”  (tho montho), “ฒ”  (tho 

phu-thao), “ถ”  (tho thung), “ท”  (tho thahan) and “ธ”  (tho thong). The same is true of  letters 

which are based on “C”, for example  “ฉ” (cho ching) or “C+H”, ช (cho chang) or “C+H+1” and 

ฌ (cho choe) or “C+H+2”. These groups of letters have the same problem as mentioned above. 

HMM with many states can have an over-fitting model problem. An over-fitting model generally 

occurs when a model is excessively complex, such as having too many training cycles, or 

parameters relative to the number of observations. The model begins to memorize training data 

rather than learning to generalize from some trend. So its performance is good on the training 

examples while the performance on unseen data becomes worse. Therefore, the �� states of HMM 
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produce quite inferior results compared with HMMs that have fewer training cycles. Table 4.4, 

4.5, and 4.6 show the detailed result of each of various state recognitions. The real-time 

application example can be shown in Figure 4.8 and at [38]. 

 

 
                          (a)                 (b)                  (c)                     (d)                (e) 

Figure 4.7 Hand postures: (a) “T” (b) “N” (c) “M” (d) “S” (e) “C”. 
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Figure 4.8 Example of Thai alphabets finger-spelling recognition (1). 
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Figure 4.8 Example of Thai alphabets finger-spelling recognition (2). 
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Table 4.4. HMM 5 stages confusion matrix (1). 
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Table 4.4. HMM 5 stages confusion matrix (2). 

 
 

 

 

 

2



 

83 

 

 

 

Table 4.5. HMM 10 stages confusion matrix (1). 
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Table 4.5. HMM 10 stages confusion matrix (2). 
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Table 4.6. HMM 15 stages confusion matrix (1). 
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Table 4.6. HMM 15 stages confusion matrix (2). 
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Actually, there is much research related to the Thai sign language, word-level and finger-

spelling, which we have discussed in the introduction. However, our work has focused only on 

the finger-spelling. Therefore, a general comparison can be performed between previous methods 

and our system, as show in Table 4.7.  

 

Table 4.7 The general comparison. 

work Method Device Background Outfit 
Real 

time 

No. 

alphabet 

Recognition 

rate 

[25] G-B* 
Sensor 

glove 
No No Yes 16 94.44% 

[29] V-B* No Yes No No 15 72% 

[30] V-B* 
Color 

glove 
Yes No No 31 88.26% 

[9] V-B* No Yes No Yes 31 72.26% 

[34] V-B* No Yes No No N/A* 72% 

[3] V-B* No Yes No No 42 81.43% 

[23] V-B* No Yes Yes N/A 15 79.90% 

Our 

method 
V-B* 

Depth 

camera 
No No Yes 42 68.90% 

*G-B = Glove-Based, *V-B = Vision-Based *N/A = Not Available 

 

We have compared the general conditions not only for our method but also for some 

research that use other additional devices such as sensor glove, colour glove or depth sensor 

camera. Regarding the background, some researchers have to set it up to be a constant colour. In 

terms of the outfit, users are asked to wear long sleeves shirts. Concerning the number of the 

letters that can be recognized in the system, since we propose a vision-based method for hand 

posture estimation, the comparison result shows that it is hard to compare our system with a 

glove-based method as configured in [25], because the depth image is not as good as a signal 

from an electronic sensor, especially when fingers occlude or stick together, as we mentioned 

earlier. Although many proposed Thai finger-spelling recognition systems [3,9,23,29,30,34] are 
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vision-based approaches, most of them use only appearance features, such as point, contour, edge 

etc. In contrast, our proposed system considers features of the hand posture that includes the 

finger shape, finger relation, hand movement and hand rotation features, which increases the 

capacity for hand posture discrimination. In addition, we do not need to segment the key frame 

before performing the letter recognition. Therefore, our process can be run in real-time situations. 

For the recognition rate, although our work does not yield a more significant result compare to 

other techniques, we do propose a method that recognizes all Thai alphabet finger-spelling. 

Meanwhile the other systems provide only some groups of the Thai alphabets recognition. 

 

4.5 Summary 

 In this section, we examine three experiments which can be integrated into the proposed 

system of: fingertips tracking, American finger spelling and Thai alphabets finger-spelling. The 

fingertip tracking experiment is to locate the user's fingertip location.  The fingertip tracking 

precision has been evaluated by comparison between the tracked fingertips using the active 

contour concept, and the ground truth which was defined at the end point contour of each finger. 

The basic five finger movement sequences have been performed: bending finger, moving finger 

into the palm, crossing finger, hand movement (up, down, left and right) and 450 hand rotation 

(counterclockwise and clockwise). From experimentation, we found that the tracking cases for 

crossing, rotation and movement give a good precision, because the candidate fingertips obtained 

from polygon approximation algorithm are quite well located, compared to the fingertip ground 

truth. But the tracking cases for bending and moving into palm give less precision, due to the 

imperfect depth data. Hence, the depth data of a finger may be lost in some frames. These factors 

might produce some error in the fingertip tracking process, because Thai alphabet finger-spelling 

are based on American finger-spelling. Then, performance for American finger-spelling was 

estimated. Score voting was used, which compares input feature sequences with pre-defined 

template sequences for representing American finger-spelling hand posture. The best cases of the 

system are the hand postures of the numbers “3”, “4” and “5”. The hand postures of these three 

cases are not much different from the initial hand posture, open hand. The worst case is the hand 

posture of the “Z” letter. This hand posture has rapid hand movement. Thus, the finger tracking 

errors will occur more when the hand posture has an immediate change-direction movement. For 
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the general cases, hand postures of “A” to “Y” and “1 and 2”, most of the hand postures have 

only a continuous finger movement, which does not change much from the current frame to the 

next frame. Then, sequences of American finger-spelling will be recognized in Thai alphabet 

finger-spelling. The learning based model (HMM) has been used to build a recognition model for 

each Thai letter. The input sequence data is fed to each model for calculating probability. The 

models that give the maximum probability will be recognized as result of this input sequence. As 

the result, we infer that the alphabet models that use only one hand posture get a quite better 

result. However, there are some exceptions, such as the groups of alphabet which based on “T”, 

“M”, “N”, “S” and “C”, since the fingertip tracking cases for finger overlapping and adjacency 

give less precision. HMM with many states can cause an over-fitting model problem. An over-

fitting model generally occurs when a model is excessively complex, such as having too many 

training cycles. The model begins to memorize training data, and its performance is good on the 

training examples but the performance on unseen data becomes worse. As a result, the HMM with 

many states produces quite inferior results, compared with HMM that have fewer training cycles. 

The aggregate recognition rate of 69.52% for 10 states of HMM is better than the aggregate 

recognition rate of 68.90% for 5 states of HMM, but the improvement (+0.62%) is marginal, not 

significant. 15 states of HMM give an even lower rate of 65.88%. We chose to use five states of 

HMM, give an average recognition rate at 68.90%. 
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CHAPTER 5 

CONCLUSION 

 

In this thesis, we presented a method that enables the estimation of hand posture for the 

Thai alphabet finger-spelling recognition system. The depth images are used for robust hand 

region segmentation, and for removing the complex background. The active contour concept is 

applied in order to calculate the energy function, and to track the fingertip’s position in the frame 

sequence. The finger shapes and hand appearance features have been proposed to represent the 

different hand posture sets. The features of finger shapes are designed based on fuzzy logic. The 

hand appearance features consist of finger relation, hand rotation and hand movement. Since the 

Thai alphabet finger-spelling is based on the American finger-spelling, the recognition model will 

be performed in two steps. The first step is the American finger-spelling: each hand posture will 

be encoded into discrete chain codes, using finger shapes and hand appearance. The 31 templates 

of hand posture chain codes for the American finger-spelling are pre-defined, and are used to 

compare the similarities between pre-defined chain codes and input chain codes, by using simple 

score voting. The second step for Thai alphabet finger-spelling, the Hidden Markov Model, is 

used to build 42 Thai alphabet learning models that recognize the sequences of the American 

finger-spelling hand postures and interpret these more specifically to the Thai alphabet finger-

spelling. The alphabet hand posture recognition result is performed with five states of HMM and 

provides an average recognition rate at 68.90%. 

  

5.1 Further Improvements 

 In this section, we proposed some possible improvements in the further works. From the 

experiments, we found that the technique for fingertips tracking, which is an important process 

for locating finger position, could be better improved. Another possible improvement is an HMM 

training process for the learning model of hand posture classification. If these techniques are 

improved, then the error should be decreased and greatly impact on the final performance of the 

system. 
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 5.1.1 Fingertips tracking 

The method for fingertip tracking described in Section 2.2.2 is one of our main processes 

for the system. This procedure will locate the positions of fingertips, which are used for hand 

posture discrimination in each pattern. Therefore, the precision of fingertip position will directly 

effect to the performance of system. The tracking computation must be processed for the thumb 

first. After that, it is performed on the index, middle, ring and pinky fingers, respectively. The 

computational times for each finger are summed together. It may take much time to compute one 

frame. Because of this, discontinuity of frame sequence acquisition could happen. One among 

many solutions to improve this situation is to apply parallel computing. Parallel computing uses 

multiple independent threads to execute separately computational units without interfering with 

each other. The computation of every fingertip position could be performed at the same time to 

increase the speed and eventually the accuracy of fingertip positions.  

Another possibility of accuracy improvement is to apply the post-tracking process as a 

low-pass filter using the conventional techniques such as Kalman filtering and particle filtering.  

 

 5.1.2 Hand feature definition 

 The hand features are used to discriminate the hand posture in each pattern, which 

consists of the finger shapes and hand appearance. The four basic patterns of finger shape are 

defined as “Open”, “Close”, “Bending” and “Point”. From our experiments we noticed that some 

additional patterns may improve the accuracy of system, due to the lack of continuity of patterns: 

for example, “Half-Bending”, “Half-Close” or “Half-Point”, as shown in Figure 5.1. Because of 

the limited dataset for the hand posture features used in our experimentation, the system is quite 

sensitive to the different characteristics of hand features, such as the length of fingers. So, our 

system needs to be characterized with more data. Previously, fuzzy logic could not classify finger 

shape correctly, because it provides a static mathematical model. Thus, the extended dynamic 

fuzzy sets were introduced.  

For features of hand appearance, it is possible to add more features for detailing some 

physical characteristic of hand posture, such as looping, parallel relation and so on. 
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                                            (a)                                 (b)                             (c) 

Figure 5.1 Additional finger shapes: (a) “Half-Bending” (b) “Half-Point” (c) “Half-Close”. 

 

 5.1.3 HMM training process 

 Among the machine learning methods, the Hidden Markov Model (HMM) is one of the 

most popular techniques. Its operation is described in the section 2.2.4. In our experiment, the 

fully connected HMM topology, where every state can be from every other state, has been used 

for the recognition. However, there are other topologies that could be investigated, such as: the 

linear HMM topology, where transitions are defined only to the consecutive states and to the 

current state itself; the Bakis HMM topology where transition are only allowed the two following 

states and no transition to states which are lower than current state, the left-to-right HMM 

topology which is similar to the Bakis model except the current state will be connected to all 

remaining states. These topologies could be applied to recognize the hand posture as well. Thus, a 

learning model should be trained with the different topologies and then the recognition rate 

should be compared. The HMM topologies are shown in Figure 5.2 

 

Figure 5.2 HMM topologies: (a) fully connected (b) linear (c) Bakis (d) left-to-right. 

 

 
 

(a) 
(b) 

(c) (d) 
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5.2 Summary 

 We presented a method that enables the estimation of the hand posture for a Thai 

alphabet finger-spelling recognition system. A depth image was used for robust hand region 

segmentation, and for removing the complex background.  The  active  contour concept  

calculates  the  energy  function  to  track  the fingertip’s  position  in  the  frame  sequence.  The 

finger shape and hand appearance features were proposed to represent different hand posture sets. 

The finger shape features are based on fuzzy logic.  The  hand appearance  features  consisted  of  

finger  relation,  hand  rotation  and  hand  movement.  Since Thai alphabet finger-spelling is 

based on American finger-spelling, therefore, the recognition model will be performed in two 

steps.  For  the  American  finger-spelling,  each  hand  posture  will  be  encoded  to  a  discrete  

chain  code based on finger shapes and hand configuration. The  31 template hand posture chain 

codes for the American finger-spelling  (26  hand  postures  for  A-Z  and  five  hand  postures  

for  1-5  numbers)  were  pre-defined  and were used to compare the similarities between pre-

defined chain codes and input chain codes by using simple score voting. For Thai alphabet finger-

spelling, the learning-based method, Hidden Markov Model, is use to build 42 Thai letter models 

that recognize the sequence of the American finger-spelling hand postures and provide the Thai 

alphabet finger-spelling. The letter hand posture recognition result is performed with five states of  

HMM,  and  provides  an  average  recognition  rate of  68.90%.  The method does not only apply 

to American finger-spelling or Thai alphabet finger-spelling. We expect that our method can be 

applied to other applications, as for example games, robot controlling or visual input devices. 

However, our main further work  is  to  increase  the  speed  and  tracking  accuracy of  the  

fingertips.  If the data of the fingertip’s position is precise, then the error should be decreased and 

greatly impact on the final performance of the system. 
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