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ABSTRACT 
 

Game on demand is designed for supporting high resolution gaming on 
low computing resource devices (such as smartphone or tablets). In game on demand, 
the virtual server will take care all of game workload computation. Then, the result 
will be shown on client machine display in form of video streaming over high speed 
internet. Hence, working in this manner, if the demanded resources cannot be met at 
the server, the significant degradation of service performance will be resulted. The 
mechanism of resource management in game on demand is very important. However, 
the current mechanisms are inefficiency, because they do not consider all related 
resources in comprehensive manner. That leads to insufficiency of the other related 
resources which are not considered altogether. The research in this thesis presents the 
analytical study to suggest the workload management method for game on demand 
in all views of client/server architecture basis. 

1) This thesis study and analysis on the effect of client machine variable to 
the volume of workload on the server. By an experimental result, it can be 
found that these relations can be modeled with simple linear function. 
Then, the accuracy performance to approximate the game on demand 
workload which lead to efficient resource management is possible. 

2) This thesis study to improve the provisioning workload mechanism in game 
on demand servers, by apply the complete view of all related resources. 
In this study, the multi-variable bin-packing is used to find the suitable ratio 
of CPU, GPU and network resource utilization. According to an experimental 
result from many example games, these ideas lead to more efficient 
workload provisioning in term of maintaining the acceptable level for game 
on demand services. 

3) This thesis study to improve the adaptation mechanism for game on 
demand workload based on mutual benefits of client and server basis. 
Depending on the experiment result from many example games, the 
compromise of benefits for both parties will lead to greater adaptation 
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performance than the current method which usually aim for single prime 
objective. 

The result of above three studies conclude that the new idea of combining all game 
on demand related resources can bring more efficient workload management and 
expect to give benefits to game on demand developer in near future. 
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Chapter 1 
Introduction 

 

 

Nowadays, the direct streaming of video and music contents from cloud 
services to heterogeneous devices, such as TV, PC and Tablets, has drastically gained 
its popularity. For example, the video streaming service like YouTube1, Netflix2 or the 
music streaming service like Spotify3, Apple Music4 have widely recognized and 
become essential services in the cloud service era. As a consequence, the software 
industry has shown the attention to apply the sort of principle for service provisioning 
to the other applications as well, such as Cloud gaming [1]. 

  

 

Figure 1-1 Architectural Comparison of Traditional network gaming application (a) 
and Cloud gaming service (b) 

Based on the Fig. 1-1, we can see that the architecture of cloud gaming service 
(also called Gaming On Demand (GoD) or Gaming- As-A-Service (GaaS) [2]) in Fig. 1-1 (b) 
are significantly different from that of traditional gaming application in Fig. 1-1 (a). It 

                                                           
 
1 http://www.youtube.com 
2 http://www.netflix.com 
3 http://www.spotify.com 
4 http://www.apple.com/music 
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can be noticed that the computation of actual game-codes and the rendering of game 
graphics in cloud gaming will be completely offloaded to the powerful machine of 
cloud gaming server (as shown in the right side of Fig. 1-1(b)). Afterwards, the resulted 
video streams are encoded and sent straightforwardly to render on the gaming client 
over the high-speed internet connection. Therefore, the cloud gaming clients perform 
merely the functions related to the user inputs and the rendering of video display, 
without involving any gaming process at all. By working in this manner, the cloud 
gaming service exhibits key advantages as follows: 

• It enables devices with low-computing capability, e.g. smartphones or 
tablets, to access for high-computing demanded game application without 
problems, 

• It requires no pre-installation on the cloud gaming device, and hence making 
no assumption of underlying hardware or operating system. 

Unfortunately, these dominant advantages cause the performance of cloud 
gaming to rely on the following issues: 

• A high-speed network connection between client and server machine 
becomes essential, in order to stream high-resolution video efficiently. 

• A high computing power of cloud gaming server is inevitable, in order to 
support all client requests adequately. 

It becomes clear that the service quality of cloud gaming can deteriorate to an 
unacceptable level, if the network or computing resources are not well managed. This 
motivates a number of efficient mechanisms in the past years. Nevertheless, we can 
classify them into two broad approaches of which details are in the following section. 
 

1.1 Two existing approaches for handing disadvantages of cloud gaming 

1.1.1 Approach I: Workload provision 

This approach works on the assumption that the quality of cloud gaming service 
is always acceptable as long as the sufficient resources can make available. In this 
regard, the issue of “sufficient provisioning of resource facilities for gaming workload” 
will become a prime consideration (as shown in Fig. 1-2). By following this direction, 
many mechanisms are proposed in such a way that the available resources, such as 
Network in [1-2], Graphics Processing Unit (GPU) in [3-4] and Central Processing Unit 
(CPU) in [5-14], should be utilized or managed in a somewhat efficient manner. 
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Figure 1-2 Workload provision approach for cloud gaming 

1.1.2 Approach II: Workload adaptation 

In contrast to the first approach, this approach assumes the resources are 
always limited and hence the workload adaptation will be essential to enable the best 
of service quality from the limited resource availability, such the screen size and 
resolution of cloud gaming devices as shown in Fig. 1-3. In the past years, many 
techniques belonging to the workload adaptation have been studied, but they can be 
classified according to the obtained benefits whether for the server or the client. While 
the target of server-centric benefit aims to decrease the computing workload at server 
[15,16] that of client-centric benefit aims instead to reduce the network requirement 
at the client [17-20]. 

 

 



 
4 

 

Figure 1-3 Workload adaptation approach for cloud gaming 

1.2 Weaknesses of existing approaches 

Although the workload provision and workload adaptation approaches seems 
to be capable of handling the inherit characteristics of typical cloud gaming system, 
neither of them has their own weaknesses in somewhat level. Table 1-1 summarizes 
some side effects during the implementation of these approaches. 

Table 1-1 Weaknesses of existing approaches 

Approach Resource in focus 
or Viewpoint 

Side effects 

Workload 
provision 

CPU Possible shortage of GPU and Network resources  
GPU Possible shortage of CPU & Network resources 

Network Possible shortage of CPU & GPU resources 
Workload 
adaptation 

Server-benefit Degradation of graphic quality at the gaming client 
Client-benefit Increase of server workload 

 

In the case of workload provision, managing resource on a single issue of CPU, 
GPU or Network resources is indeed not practical for the cloud gaming service 
environment, since they are all required for cloud gaming executions. Placing a burden 
on some cloud gaming resource on the server machine will surely affect to the other 
resources in somewhat level. Therefore, poor resource management should be aware 
since it may lead to the collapse of cloud gaming services. 

In the case of workload adaptation, attempting to reduce on the server 
machine by merely changing the graphic resolutions in trans-rendering engine can be 
worsening the user’s perception. In contrast, improving the graphic quality at the client 
machine in the transient periods will unnecessarily increase the server’s workload as 
well. 
 

1.3 Research Questions 

In order to alleviate the disadvantages of current approaches that attempt to 
handle some intrinsic limitations of cloud gaming architecture as described above, the 
following research questions have arisen: 

Research Question1: 
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How can the workload provision approach on the cloud gaming server be 
augmented to include the effects from client display resolution? 

In the past, the cloud gaming resource management relying on the sole 
consideration of current server’s workload can be applicable for the client machine 
with a few set of standard display resolutions. However, as we have already 
experienced a diverse set of device capability in smartphones at present, those legacy 
approaches are then unlikely adequate. In this thesis, we believe that an effective 
resource management in cloud gaming environment should take into account of both 
the current server’s workload and the actual capability of mobile devices. In this 
regard, it demands for the omni-viewpoint of workload provision approach to be 
devised. 

 

Research Question2: 
How can the workload provision approach be enhanced by realizing the 

workload utilization on both CPU and GPU resources? 

While an increased number of research works on cloud gaming workload 
provision can be found in the literature, they often overlook the coupling of CPU and 
GPU computing resources, due to the limited capability of GPU technology in the past 
(see Fig. 1.4). Moreover, some of them had a misassumption that cloud gaming service 
can be simply classified as CPU-based or GPU-based games in a similar way to the 
traditional game playing [36-38]. Indeed, the cooperation of CPU and GPU operations 
are important for maintaining the service quality in cloud gaming and experimental 
results in [38] can be well-served as evidence. As a result, those previous works rarely 
take an omni-viewpoint of CPU and GPU workloads as well as network resource into 
consideration and, hence, an effective resource management in the cloud gaming 
system cannot be always guaranteed. Unlike the work in this thesis, we will explore a 
more effective resource management algorithm that will allow us to have a realistic 
control of all coupled resources. 
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Figure 1-4 Timeline of cloud gaming and the GPU evolution 

 

 

Research Question3: 
How should the workload adaptation approach be improved by working 

on the mutual benefits of client and server? 

Although, a number of work related to the workload adaptation technique in 
the field of cloud gaming can be found in the literature, they often take a certain focus 
on obtained benefits for either the client or server machines. As stated earlier in the 
section 1.2, either of them will eventually have its own weakness. Then, it would be 
interesting to investigate how (and in what way) the knowledge of user requirement 
(in terms of preferred display resolution) can devise the better cloud gaming resource 
management (in terms of better utilization of computing and network resources) on 
the basis of user and server cooperation. 

 

1.4 Thesis summary 

The organization of this thesis can be illustrated in a form of table (as shown 
in Table 1-2) and structured as follows:  

Table 1-2 Summary of this thesis 
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 Introduction Literature Review Theory Experimental Conclusion 
Chapter 1 9     
Chapter 2 9 9    
Chapter 3 9  9 9 9 
Chapter 4 9  9 9 9 
Chapter 5 9  9 9 9 
Chapter 6     9 

 

In chapter 1, we introduce and define the basic terminology used in this thesis. 
The contents divide into four sections. Section 1 describes the characteristic and the 
problems of cloud gaming service, following with the explanation of two existing 
approaches, the workload provision and adaptation, that attempt to solve the cloud 
gaming problem. Section 2 identifies the weaknesses of existing approaches that 
motivate our research works. Section 3 declares our research questions and thesis 
summarization is given in Section 4. 

In chapter 2, we give background and review of literatures related to this thesis. 
The contents divide into two sections. Section 1 illustrates the activities of cloud 
gaming service, and explain it technical problems. Section 2 deals with the reviews of 
literature relates to workload provision and adaptation. In addition, we explain why 
those works in the literature cannot apply in realistic situation. 

In chapter 3, we concentrate on the relation of client variables and 
characteristics of cloud gaming workload. A simple linear equation is then proposed to 
model this relation. The contents divide into seven sections. Section 1 is introductory 
to the issue. Section 2 gives some background of cloud gaming workload. Section 3 
deals with study methodology. In Section 4-6, our studies are detailed and the 
evaluation results are described respectively. In Section 7, we conclude this chapter. 

In chapter 4, we propose the omni-viewpoint based cloud gaming workload 
provision. The contents divide into five sections. Section one the introduction to this 
section will be given. Section 2 details the decision making process for service 
permission in cloud gaming. Section 3 models our approach to provision cloud gaming 
workload based on the bin-packing problem. Section 4 examines the performance of 
our propose approach. In Section 5 concludes the chapter. 

In chapter 5, we propose the cloud gaming workload adaptation based on 
omni-viewpoint. This contents divide into six sections. Section 1 introduces this issue. 
Section 2 declares our newly proposed mechanism for mutual resource utilization, 



 
8 

 

following with the examination and result of our mechanism performance in Section 
3 -5 respectively. Section 6 concludes this chapter. 

Conclusions are drawn in chapter 6. The main goals of the thesis that have 
been reached are concluded. Our suggestion is that performances of both approaches 
of workload provision and adaptation applied for resource management in cloud 
gaming service environment can be potentially improved if the global knowledge of 
the current workload on all coupling resources on the server machine and the clients’ 
device capability are known and brought into consideration. At last, some directions 
to extend our research works are given.  
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Chapter 2 
Background & Literature Review 

 
 

2.1 Workflows of Cloud gaming 

As mentioned in the chapter 1, basic architecture of cloud gaming service is 
relatively different from that of traditional network gaming application. Therefore, the 
tasks on the client device will be minimal, but relies instead on gaming operations on 
the server machine. In this regard, overall activities of cloud gaming operations after 
client asks for cloud gaming service can be illustrated as an activity diagram in Fig. 2-
1. Noticed that there are two consecutive phases of the initialize phase and rendering 
phase in the diagram. 

In the initialize phase, when a gaming client requests for a service, it is the duty 
of service controller to find the most suitable gaming server node through the 
admission control mechanism, where the sufficient resource availability of each gaming 
server will be examined and ranked. After finishing the determination of a qualified 
server, a session will be established between the client and the selected server node.  

In the rendering phase, a control loop of operations related to cloud gaming 
computation and video-encoding tasks will be took place. In each loop, when receiving 
the user’s commands or inputs from the client device, the server will perform 
associated issues accordingly, such as intelligence of non-player characters, score 
calculation, or collision detection. The results will be drawn on graphic frames by GPU 
in rendering sub-system, which will be later encoded into high definition stream and 
sent to the cloud gaming client over the network in video encoding sub-system. By 
working in this manner, it is not surprised why the performance of cloud gaming service 
will rely greatly on the adequacy of both computing and network resources. 
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Figure 2-1 An activity diagram of cloud gaming workflow 

In order to provide an evidence of this matter, an “Assassin's Creed (AC) : 
Syndicate” game had been experimented under various conditions. The obtained 
results are shown as graphs in Fig. 2-2.  
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• In Fig. 2-2(a), when both computing and network resources are ample, the 
game will be played back smoothly on the client machine at the 
acceptable rate at 30 frames-per-second (FPS). 

• Fig. 2-2(b), (c) and (d) represent three different cases when network, CPU 
or GPU resources are in scarcity accordingly. As expected, the resulted 
games will be rather fluctuated at the rates lower than the acceptable one 
in all cases. Particularly, the unpleasant effect of frame skip can occur if 
network is so scarce until the required frames are delay to arrive within the 
dateline during the video playback. 

Based on the evidence above, it becomes clear why both network and 
computing resources must always maintain to stay above the level of minimum 
requirement, otherwise the performance degradation of cloud gaming service will be 
realized at the client machine. 

 

 

Figure 2-2 Frame rate (FPS) of cloud gaming under the shortages of some resource. 
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2.2 Review of solutions for handling resource inadequacy in cloud gaming 

In order to maintain the available resources to stay in the efficient level, a 
number of solutions can be possible, depending on the working phases of cloud 
gaming (referred to the Section 2.1) that is especially interested. However, the classified 
approaches of “resource provision” and “resource adaptation” that are mentioned 
earlier in section 1.1, can be applicable here. 

 

2.2.1 Literature reviews on the workload provision approach 

In general, the workload provision approach aims at providing an efficient 
management of currently available resources against the incoming workload; hence, 
many algorithms in the field of optimization can be directly applicable for allocating 
the requested workload into the most optimal resource slot.  

As seen in Fig. 2-3, since the role of GPU during the years of 2009 – 2012 was 
still limited, most of the research works applying the workload provision approach 
rather aimed specifically at optimizing the CPU resource for video-encoding task and 
some other game-related issues. A literature survey of V.Vinothina et al. [5] in 2012 
suggested many possible strategies that can achieve the aim, such as using Auction-
based method, Service-level agreement (SLA) method, or mathematical heuristic 
methods. In 2010, G. Wei et al. [6] explained the success of game-theory method for 
managing CPU resource in cloud computing environment. 

In the 2012, the GPU virtualization technology and a quantum leap of GPU 
performance were introduced and provided a great potential for handling many 
concurrent sessions in a cloud gaming server. Since then, the consideration of cloud 
gaming workload provision becomes an interesting subject of research. For instance, 
the work of Zhang et al. [3] in 2014 revealed how the scheduling approach can be also 
applied for optimizing GPU resource utilization in cloud gaming environment. 
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Figure 2-3 Number of reviewed literatures in the thesis by the CPU or GPU resources 

We summarize some previous works, which are related to the application of 
workload provision approach for different kind of resources (i.e. CPU, GPU and network 
resources), in Table 2-2. However, these works considered the CPU and GPU resources 
in orthogonal, which is not realistic in the cloud gaming environment nowadays. 
Therefore, they are different than our work in this thesis, which argue on the coupling 
of CPU and GPU in many tasks (e.g. that of video encoding) in the modern cloud gaming 
service. Details of this issue will be described later in the chapter 4. 

Table 2-1 Summary of literatures related to workload provision in cloud gaming 

Resource
in Focus 

Ref. 
work 

Year Technique 
Application 

Domain 
GPU [3]  2014 Adaptive scheduling algorithm Cloud Gaming 

[4] 2014 SLA-Aware scheduling Cloud Gaming 
CPU [5] 2012 Time-series approach Cloud Computing 

[6] 2010 Game theoretic method Cloud Computing 
[7] 2009 Most Fit Processor Policy Cloud Computing 
[8] 2010 Matchmaking strategy Cloud Computing 
[9] 2011 Utility function  Cloud Computing 
[10] 2010 Based on demand prediction  Cloud Computing 
[11] 2009 Machine learning technique  Cloud Computing 
[12] 2011 Annealing algorithm Cloud Computing 
[13] 2010 Stochastic approach Cloud Computing 
[14] 2012 Prediction based Cloud Computing 
[14] 2014 Bin-Packing problem solver approach Cloud Gaming 
[30] 2013 Machine Learning Based Prediction Cloud Computing 

Network [29] 2013 Bin-Packing problem solver approach Cloud Computing 
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2.2.2 Literature reviews on the workload adaptation approach 

In general, the workload adaptation approach will take place in the rendering 
phase of cloud gaming session (referred to the Section 2.1) on the server machine, 
although there will exist some work [38] that proposed this approach at the client 
device. In essence, the aim of this approach is to provide a matching of the output 
target resolution of cloud gaming server and the display resolution of the client device. 
Regarding the adaptive feature of heterogeneous devices, this approach is considered 
importance, since it can be used as a tool for tuning the efficient level of resource 
utilization in the network, while the acceptable resolution at the client machine is still 
maintained. For instance, it can be noticed in Fig. 2-4 that running games (i.e. Batman 
AK or AC Syndicate) at different resolutions (e.g. 1080p and 4K) will consume different 
GPU workloads, In similar, for a given GPU workload, running “Batman Arkham Knight” 
game at 1080p resolution can produce the game-rate of 85 FPS and 4k resolution at 
the lower rate of 27 FPS (as seen in Fig.2-5). 

 

Figure 2-4 GPU utilization when playing games at 1080p and 4K resolution 

 

Figure 2-5 The FPS of Batman Arkham Knight at 4k (left) 1080p (right) 
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In what follows, we review the literature related to the workload adaptation in 
cloud gaming services. They can be classified into two groups using the returned 
benefits of the server or the client. 

For the server-centric benefits, the objective of adaptive mechanism taking 
place at the server is to decrease the workload that is involved into the game-rendering 
process on the server machine. A widely known technique is that of “Trans-rendering” 
technique, where the less volume of contents can be obtained by lowering graphic 
resolutions or removing some texture details in video games, as shown in Fig. 2-6. 
Example works can be seen in [15] and [16]. In the latter work, they suggested on how 
the computing workloads can be reduced by adjusting 5 gaming render factors 
consisting of Realistic effect, View distance, Texture detail, Environment detail and 
Rendering Frame Rate. 

 

 

Figure 2-6 Example of graphics using trans-rendering technique. 

From the client-centric benefits, the objective of adaptive mechanism at the 
server machine is to decrease the network usage via lowering video resolutions of the 
output stream. A widely known technique is that of “Trans-scaling”, where the video 
frames are scaled by somewhat manner. For instance, Winter et al. [18] suggested using 
different video codec for the entire game scene. Aparicio-Pardo et al. [19] suggested 
using the contexts of each game scene to select a right configuration of video encoding. 
The similar work of M. Hemmati et al. [20] also recommended changing the bitrate 
configuration of video encoding, in order to reduce the cloud gaming latency. More 
works can be found in the research field of video-on-demand (such as [32-35]).  
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In Table 2-3, we summarize some of previous works, which are related to the 
application of workload adaptation approach in the cloud gaming environment. 
Nevertheless, the work in this thesis is significantly different from these works, where 
either the server-centric benefits or client-centric benefits are separately concerned. 
Therefore, it is unavoidable to face the undesirable side-effects as mentioned earlier 
in the section 1.2 of the last chapter. 

Table 2-2 Literature review related to workload adaptation in cloud gaming 

Method in Year Field Key statement 
Trans-scaling 
 

[17] 2009 Cloud 
gaming 

Showed the effects of different codec 
algorithms on the resource in use 

[18] 2008 Cloud 
gaming 

Showed the effects of different codec 
algorithms on the cloud gaming latency 

[19] 2011 Cloud 
gaming 

Used rendering context to select frames 
needed for encoding 

[20] 2013 Cloud 
gaming 

Advice how to adapt the output bitrate, 
rather than the output resolution 

[32] 2007 Video on 
Demand 

Suggested using network bandwidth to 
calculate the output resolution 

[33] 2008 Video on 
Demand 

Quality of Server (QoS) based adaptation 

[34] 2007 Video on 
Demand 

Showed how to adapt an output 
resolution over the running-time 

[35] 2005 Video on 
Demand 

Showed how standard technology (MPEG-
21, SOAP and HTTP) can be applied in 
adaptive video streaming 

Trans-rendering [16] 2015 Video on 
Demand 

Applied an integer linear program (ILP) to 
calculate the output resolution 

[15] 2010 Cloud 
gaming 

Used a level selection algorithm to 
calculate the output rendering 

 

While the workload adaptation for server-centric benefits can solve an 
insufficiency of server’s GPU resources by decreasing the computing workload, it can 
worsen the quality of output video stream as well, such as blurring the screen, and 
pixelate the texture detail on the client machine. As results, these frames are not 
bearable for showing on the high-resolution display (see Fig. 2-7 for example 
illustration). 
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Figure 2-7 Gaming at high resolution (a) compare to low resolution (b) 

While the workload adaptation for client-centric benefits can reduce the 
network consumption requiring for sending video stream to the client machine, it 
demands a great burden of computing tasks at server as well. This can cause the 
degradation of service quality, especially during the prime time when the server 
becomes in a serious congestion condition with a large number of game clients. 
Evidences can be seen from our simple experiment, where the “Sleeping Dog AVG” is 
simultaneously accessed by the different number of users. In Fig. 2-8, it can be seen 
clearly that, as the number of users are increased, the capability of trans-rendering 
engine will be lower and lower until the unacceptable frame rate (i.e. less than 30 
frames per second) may be in results. Based on the evidence, we argue that an 
effective technique for workload adaptation in cloud gaming service should span 
across the benefits of both client and server. This will be explained in details later in 
the chapter 5. 
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Figure 2-8 Average Frame per second for 1080p cloud gaming 
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Chapter 3 
Effects of client variables to cloud gaming workload  

 
 

3.1 Introduction 

Cloud gaming workload characteristics have been widely studied in the past, 
but they do not take into account the client variables, such as the factor of display 
resolution at the client machines. As a result, the management of computer and 
network resources at the cloud gaming server cannot be efficient in realistic situations, 
where devices with heterogeneous display capabilities are found, and contents can be 
varied according to targeted resolution. In this section, the study on an effect of client 
variable to cloud gaming workload will be exposed. The main contribution of this 
section can be provided into two fold; 

• First, we provide evidence (via empirical study) to confirm that the factor of 
display resolution must be concerned and taken into account the Cloud 
gaming workload characteristics.   

• Second, we suggest an empirical equation that can be used to coarsely 
approximate the relation of client-resolution and cloud gaming workload. 

This chapter is organized as follows. In section 3.2, we will explain what is cloud 
gaming workload. In section 3.3, we will declare what is the possible effects of display 
resolution to cloud gaming workload, following with our study methodology in section 
3.4. In section 3.5 and 3.6, our performance studies are detailed and the evaluation 
results are described respectively. In section 3.7, we conclude this chapter. 

 

3.2 The cloud gaming workload 

Unlike traditional network game playing that all game workloads are handled 
at the client machine, Cloud gaming service will take care of the game workload 
computation at the cloud gaming server, and then output the result back to the client 
as a form of “High-definition video streaming” for each gaming session. By working in 
this manner, serious tasks for game graphic rendering can be avoided at the client 
machine. That is why low-end computers can be smoothly run graphics-intensive 
computer games without problems. 
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Figure 3-1 Simplified architecture of cloud gaming server 

As shown in Fig. 3-1, the process of workload computation can be seen as an 
infinite loop on two different computing tasks for “Gaming workload” (Number 1) and 
“Video-encoding workload” (Number 2). In each loop of execution occurring when 
game application receives a user interaction command, all game-related issues, such 
as game intelligence, score calculation, collision detection, will be executed by the 
basic Central Processing Unit (CPU) in the “Computational sub-system”, however, the 
result of these issues will be processed to draw on many graphic frames by the Graphic 
Processing Unit (GPU) in the “Rendering sub-system”. Later, these frames will be 
managed to send to the client over the network. While many choices for video 
compression or even no compression can be applied, the decision is upon 
implementation. However, they will surely affect to the data size of resulted video 
frames, as seen in Table 3-1 as an example. 

Table 3-1 Comparison of frame bandwidth in a certain game 

Setup Bandwidth 
Uncompressed: (59.94 fps - 8-bit) 372.9 MB/sec 
Compress with H.264 65.3 MB/sec 

 

3.3 Possible effects of display resolution to Cloud gaming workloads 

To the best of our knowledge, we found that client display resolution has been 
overlooked in many studies of cloud gaming workload characteristics. However, the 
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following papers can be seen as evidences for support our idea that attempts to take 
client display resolution into account cloud gaming workload characteristics. 

• For realizing the actual gaming workload, the work in [23] showed that game 
workload and frame complexity have indeed somewhat relationship, and can 
be formulated as a model for roughly prediction such as a case of Linear-In-
Parameter (LIP) function in [24]. 

• For determining the actual video-ending workload, the work in [25] showed 
the relationship between encode video resolution and CPU usage, which can 
be also predicted by a proper mathematical approach such as that in [26]. 

 

3.4 Experimental Methodology 

We setup our testing equipment as shown on Fig. 3-2, which we used Cisco 
2960G switch and Cisco 3845 router to establish the gigabit-connection speed between 
the end-points. 

 
Figure 3-2 Equipment setup 

At cloud gaming server, we developed a sample cloud gaming application 
whose workflow is shown in Fig. 3-3. This application ran on server, which contained 
of 3.5 GHz 6-Core Xeon E5-1650v2 processor, 16GB DDR3 main memory and Dual 
NVIDIA GeForce GTX Titan GPU. It would run 15 sampling games: Race Driver GRiD2, 
Need for speed: Rivals, Crysis 3, Metro 2033, Battlefield 4, Watch_dog, Grand Theft 
Auto IV, Resident Evil 6, Resident Evil: Revelation, Tomb Raider, The Elder scroll: Skyrim, 
Batman Arklam Origin, Titanfall, Bioshock: Infinite and Dragonball: Xenoverse. 

At the client side, we used a PC which contains of 4.0 GHz Quad-core Intel Core 
i7, 16GB DDR3 main memory, to generate a sample game request with each resolution 
to cloud gaming server. Then, we pulled out working log and used it to explain the 
characteristic of cloud gaming workload hereafter. 
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Figure 3-3 Our sample cloud gaming application workflow 

3.5 Experimental Result 

To clearly explain an effect from client display resolution to cloud gaming 
characteristic, we will show an experimental result by 4 aspects in this section, i.e. GPU 
Workloads, CPU Workload, Memory consumption and Network usage. 

 

3.5.1 GPU Workload 

GPU takes responsible on game rendering sub-system. If, GPU resources 
demand cannot be met. A drawing of graphic frames will be unable to catch a user 
interaction input, which affected to responsiveness and smoothness of the game 
session. In Fig. 3-4, we show the GPU workload when all adapted game contents are 
adjusted by display resolutions. 
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Figure 3-4 GPU workload 

3.5.2 CPU Workload 

In cloud gaming services, CPU mostly take responsibility on computational & 
frame-encoding sub-system. Hence, the inanition of CPU workload will cause game 
delay. In Fig. 3-5, we shown the CPU workload when display resolutions changed. 

 
Figure 3-5 CPU workload 
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3.5.3 Memory Usage 

Since most high-definition games will not only cache binary-related data 
temporally on the system memory, but also the GPU memory, therefore, both kinds 
of memory need to be studied. Here, the consumption of system memory and GPU 
memory are shown in Fig. 3-6 and Fig. 3-7 respectively. 

 

Figure 3-6 System Memory 

 

Figure 3-7 GPU Memory 



 
25 

 

3.5.4 Network Consumption 

An insufficient of network bandwidth cause the delay of the game graphics 
transfer. In Fig. 3.8, we give a result of network consumption when client display 
resolution changed. 

 

Figure 3-8 Network Consumption 

3.6 Experimental Conclusion 

From the empirical experiment in section 3.5, we can conclude the results into 
twofold. 

• First, it can be seen clearly that client resolution is an important factor that 
crucially affects to cloud gaming workloads as well. 

• Second, the relationship of cloud gaming workload and client display 
resolution can be coarsely approximated with a linear function. This can be 
confirmed by our experiments with less than 13% of error on average. 

 

3.7 Conclusion 

In this chapter, we have described how various display resolutions of cloud 
gaming clients should be taken into consideration for realizing the realistic resource 
utilization of heterogeneous devices. Based on our empirical study, we provide 
evidence that client display resolution should be a prime concern on efficient 
workload approximation. We also suggest that the approximate resource utilization of 
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each gaming session can be coarsely made through a linear equation, which is derived 
through our experiment results. Our empirical study looks promising and give benefits 
straightforwardly to the cloud gaming workload provision and adaptation approach 
state in next section.  
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Chapter 4 
Effects of omni-viewpoint to cloud gaming workload provision 

 
 

4.1 Introduction 

In order to enable the acceptable level of service quality for cloud gaming 
services, sufficient resources should be always maintained and workload provisioning 
is then necessary. However, taking only a limited set of server-related parameters, but 
ignoring the client-related parameters, in the typical formulation of optimization 
problem cannot yield for optimal workload provision in the cloud gaming environment 
nowadays, where the game server’s computing processors can be driven by both the 
CPU and GPU, and the client devices’ display resolutions are largely heterogeneous. 
In this section, the study on how the omni-viewpoint of all service related factors can 
be providing more efficient cloud gaming workload provision will be expose. The main 
contribution of this section can be provided into two fold; 

• Technically, the problem of resource provision on traditional cloud gaming 
server can be formulated as an optimization problem so that many 
techniques for finding optimal solutions can be applicable. However, the 
bin-packing optimization which shows its attractive capability appeared in 
many works (such as [3, 5]). Thus, in this section, we will show how to 
integrate the omni-viewpoint of all CPU and GPU resources and the client 
devices’ display resolution in the formulation of bin-packing problem. 

• In addition, we will show an evidence that significantly improved benefits 
can be obtained by our formulation. 

This chapter is structured as follows. In section 4.2, we describe some 
background of optimization-based service provisioning in the cloud gaming domain.  
Then, we give a detail of our proposed Multi-dimensional bin-packing optimization 
formulation in section 4.3, following with the performance evaluation of the improved 
system via experiments and the discussion on results in section 4.4 and 4.5 
respectively. Finally, we conclude the chapter in section 4.6. 

 

4.2 The decision making process of cloud gaming 
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Figure 4-1 Conceptual diagram of the decision making process  
for admitting a client request 

In typical cloud gaming, the decision making process for call admission or 
rejection when a request of game client asks for a connection can be illustrated in Fig. 
4-1.  In this regard, the server will decide whether or not a client should be admitted 
by the result of comparison between the resource availability of current server 
workload (Number 1) and the predicted resource utilization of client connection 
(Number 2), which is performed by the optimization solver (Number 3). Here, the 
optimization problem will well-served for resolving the optimal selection of game 
server node, and informing the game server node selector accordingly. Hence, it is 
obvious that the resource optimization problem should be properly formulated and 
effectively solved. 

While a number of studies have attempted to find an optimal cloud gaming 
server resource provision by using different methods in the reviewed literature, they 
all share a common perspective of single resource optimization. More crucially, they 
are not efficient for implementing in the present cloud gaming technology, due to the 
following reasons: 
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• Firstly, they do not take into account a key factor of the display resolution 
of heterogeneous client device, which is proved to be a key influence on 
different levels of cloud gaming resource consumptions in [9]. 

• Secondly, they have misassumption that the cloud gaming service can be 
simply classified as "CPU-based” or "GPU-based" games in the similar way as 
the traditional game playing [36-38]. Unfortunately, this is utterly difference 
for cloud gaming because there are many tasks of cloud gaming that utilize 
both GPU and CPU such as the video encoding task. As evidence, an 
experiment in [38] can be used to confirm the importance of co-existed CPU 
and GPU operations for maintaining the service quality in cloud gaming.  

Hence, in order to obtain the efficient implementation, it is required that the 
more suitable optimization problem should bring many types of cloud gaming 
resources into consideration.  

 

4.3 Bin-Packing workload provision problem  

In this section, we describe two forms of bin-packing optimization problems 
that have a potential for solving the cloud gaming workload provision; single-
dimensional and multi-dimensional bin-packing problem. 

 

4.3.1 Single-dimensional Bin-packing Optimization Problem 

The first form is called Single-dimensional Bin-Packing problem (SBP), which has 
a primary objective to minimize the resource waste of single-constraint bin, while the 
total resource consumption from object doesn’t exceed bin capability.  

In order to solve the provision problem of cloud gaming service, SBP may be 
declare as the formal statement in the following: 

 

where: 
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 C is either GPU or CPU resources capacity of each server.  

 𝑐𝑐 is GPU or CPU usage of each game workload.  
Noticed that the primary objective of SBP as showed in (1) concerns only one 

resource. Hence, it will be calculated twice for two concerned resources, e.g. the first 
consideration is for CPU resource and then the other is for GPU resource. 

 

4.3.2 Multi-dimensional Bin-packing Optimization Problem 

The second form is called Multi-dimensional Bin-Packing problem (MBP), which 
takes a similar objective as the SBP above, but here many constrained bins can be 
involved. For a case of CPU, GPU and network resource consideration, the general form 
of MBP can be given below: 

 

where:  
• C, G, W is the total resource of CPU, GPU and Network respectively.  

• 𝑐𝑐, 𝑐𝑐 and 𝑐𝑐 is the requested workload of CPU, GPU and Network, which 
can be estimated by means of a linear function that expresses the 
relationship between the client resolution and the cloud gaming workload 
[9].  

Noticed that the primary objective of MBP as showed in in (4) aims to minimize 
the waste of 3 server resources including CPU, GPU and Network for the allocation of 
new resource requirement, under the constraint of total workload in (5). 
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Figure 4-2 A simple case of Multi-dimensional Bin-Packing Problem 

In Fig. 4-2, the illustration aimed to explain the MBP process in the simple 
manner. In Fig. 4-2(a), the Workload 1 (Object 1) will be assigned to the Bin 1, due to 
the insufficient size of Bin 2.  In contrast, the Workload 2 (Object 2) in Fig. 4-2(b) will 
be assigned to the Bin 2, since the lower waste of resource will be obtained. 

In order to solve MBP, a number of possible algorithms (e.g. first-fit, best-fit or 
first-fit decreasing algorithm) can be possibly used. However, in this paper, the first-fit 
decreasing algorithm will be interested particularly, due to the dominant feature of 
fast computation and effectiveness in solving this sort of problem [39-41]. In essence, 
this algorithm will firstly sort objects by the decreasing order, then attempt to place 
each object into the first possible accommodate bin. 

 



 
32 

 

4.4 Performance Evaluation 

4.4.1 Experimental Setup 

The cloud gaming experimental infrastructure as shown in Fig. 4-3 will be 
supported throughout the experiments. In this infrastructure, a gigabit connection will 
be served as a backbone by the Cisco ISR 3845 as a router and Cisco catalyst 4500-E 
with Supervisor engine VI as a core switch so that all machines, including all 5 servers, 
a service controller, and a virtual client generator. 

 

Figure 4-3 Experimental infrastructure 

The group of game servers for performing game executions can be classified 
into two groups; Small server and Big server, for simulating the heterogeneous game 
server capabilities. The specification of the small servers consists of 3.4 GHz 4-core 
Core i5, 16GB DDR3 main memory and NVIDIA GeForce GTX 960 GPU, while that of big 
servers consists of 3.4 GHz 6-core Core i7, 16GB DDR3 main memory and NVIDIA 
GeForce GTX 970 GPU.  

The service controller plays a crucial role of cloud gaming resource provision 
(referred to the functionality in Fig. 4-1). The specification of service controller consists 
of 2.7 GHz 4-core Core i5 and 4GB DDR3 main memory. 

For a virtual client generator, it will be used to emulate many client machines. 
The specification of service controller consists of 4.0 GHz Quad-core Intel Core i7, 16GB 
DDR3 main memory. Here, the 5 sets of client machines will be generated according 
to the scale-down ratio of Internet connected devices collected statistically from 4 
different sites (Stream online game store, Statista.com, Apprepim.com and 
Statcounter.com). The goal is to maintain the similar ratio of heterogeneous machines 
found in those cloud gaming sites. A different set of client machines with various 
display resolutions can be found in Table 7. 
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Table 4-1 Emulated Client Setup 

Display 
Resolution 

The number of client machines 
Set 1 Set 2 Set 3 Set 4 Set 5 

1080p 3 2 1 4 2 
720p 2 3 1 2 4 
640p 2 3 4 1 1 
480p 1 0 2 1 1 

 

4.4.2 Testing Method 

We choose 9 best-selling games in 2014 (according to Forbes [42]), i.e. Call of 
Duty: Advanced Warfare, Madden NFL 15, Destiny, Grand Theft Auto 5, Minecraft, NBA 
2K15, Watch Dogs, FIFA 15 and Call of Duty Ghosts, to provide cloud gaming service 
on our 5 game servers. In each set of client machines, each game will be requested in 
sequence and all service parameters (like Server usage, GPU waste, CPU waste and 
Network usage) on each game machine running different optimization problems, i.e. 
SBP for GPU, SBP for CPU and MBP, will be recorded accordingly. 

 

4.4.3 Experimental Results 

The 9 cloud gaming services have been tested, however only 3 different game 
characteristics will be selectively showed below, due to the page limit. Here are our 
choices; the Minecraft is represented for heavy-consumed CPU resource game, Destiny 
for heavy-consumed GPU resource game and Grand Theft Auto V for heavy-consumed 
CPU and GPU resource game. The resource consumptions of these games can be seen 
in Fig. 4-4 
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Figure 4-4 The resource consumption of Minecraft, Destiny and GTA V   

Table 8 shows the number of game server machines that are required for 
running each game. As expected, the number of CPU and GPU resources will greatly 
depend on the game characteristics. Since the Minecraft is CPU-oriented game, it takes 
the total of 3 servers in the case of SBP-CPU method, which is higher than that of SBP-
GPU method (i.e. 2 servers). However, it is not the same in the case of SBP-CPU and 
MBP, since it shares the same number of required resources. This is because both of 
CPU and GPU resources will be concerned together in the resource allocation problem 
solving by the MBP method. 

 

Table 4-2 Optimization results: required servers for each game 

Game 
Formulation 

method 
Number of  game server require 

Small game server Big game server Total 

Minecraft 
SBP-CPU 1 2 3 
SBP-GPU 1 1 2 
MBP 1 2 3 

Destiny 
SBP-CPU 2 0 2 
SBP-GPU 1 3 4 
MBP 2 0 2 

Grand Theft 
Auto V 

SBP-CPU 1 3 4 
SBP-GPU 2 1 3 
MBP 2 2 4 

 

Fig. 4-5 shows the comparison results of resource utilization calculated by using 
the MBP, SBP-CPU and SBP-GPU methods. It is obvious that the given resources 
calculated by the MBP method will be sufficient in all cases. This is in contrast to the 
other methods, which can be the SBP-CPU or SBP-GPU method depending on the 
game type whether it heavily consumes on CPU or GPU resources.  

For instance, the Minecraft demands the more resource of CPU than the GPU, 
the SBP-CPU method will be used to find the optimal CPU resource provision (depicted 
as the bar with diagonal lines), which will be later determined the number server 
machines and the volume of other resources (i.e. GPU and network) by looking up the 
values in Table 9. However, the result of SBP-GPU method is also given in this case for 
the clear performance comparison of these 3 methods 
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Table 4-3 Resources volumes for each kind of game server 

Server Type GPU CPU Network 
Big game server 100 100 50 
Small game server 40 60 50 

 

Figure 4-5 Experimental Result 

In essence, by taking into consideration of all available resources in the bin-
packing optimization problem like the MBP method will yield a better and sufficient 
resources for all game types taken into the experiments. This can effectively avoid the 
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quality degradation, such as low-frame rate or frame-skip, due to the insufficiency of 
provided resources in the cloud gaming server as showed in Fig. 4-6. 

 

 

Figure 4-6 Effect of insufficient resource to game framerates 

4.5 Conclusion 

In this chapter we advocate on the use of Multi-dimensional Bin-Packing 
problem for determining the optimal workload provisioning in Cloud gaming servers, 
since a complete view of all resource availability will be taken into consideration for 
several advantages. This will yield a far more efficient resource utilization than the 
single-dimensional Bin-Packing problem as showed in our experiment results. As a 
result, the game service quality can be expected. Based on the evidence given in this 
paper, the MBP formulation method is extremely interesting and hence should be 
extensively used by cloud gaming service providers, or investigated further on 
improved performances by researchers in the cloud gaming community. 
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Chapter 5 
Effects of omni-viewpoint to cloud gaming workload adaptation 

 
 

5.1 Introduction 

Methods for adapting cloud gaming workload can be divided according to 
client-centric or server-centric benefits. In this section, we argue that the better 
method should be performed in such a way that both client and server should share 
common benefits. By working on the omni-viewpoint, the basic of trans-rendering and 
trans-scaling mechanism are proposed to work together for obtaining better utilizations 
of network bandwidth and graphic processor altogether. The main contribution of this 
section can be provided into twofold; 

• We will show how directional viewpoint of current client and server 
benefits method can be working altogether. 

• We will show many evidences that significantly improved benefits can be 
obtained by our proposed method. 

This chapter will be structured as follows. In section 5.2, some background of 
workload adaptation mechanisms in cloud gaming services will be provided, following 
with our newly proposed mechanism for mutual resource utilization in section 5.3. In 
section 5.4 and 5.5, details of our tests for performance evaluation and results will be 
described respectively. In section 5.6, we conclude the chapter. 

 

5.2 Hybrid content-adaptation method 

The basic workflow of Hybrid method as shown in Fig. 5-1. It begins with the 
server monitoring process, where the current status of server’s GPU is observed and a 
decision for next sequential process according to the GPU status. If the GPU is in the 
non-overloaded status, the adaptation process will be directly executed. In contrast, 
if the GPU becomes overloaded, the newly proposed Mutual-benefits algorithm will 
be performed so that the balance point of the benefits between the client and the 
server can be computed. 
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Figure 5-1 The workflow of Hybrid method 

5.2.1 Adaptation process 

This process is basically the combined process of trans-rendering and trans-
scaling methods, where the ultimate goal is aimed at compromising the resulted 
benefits for both client and server.  Therefore, the Trans-rendering and Trans-scaling 
will be executed accordingly. However, to understand the process in an easily manner, 
the illustration of adapted game scene from 640p to 1080p will be used as an example. 
In Fig. 5-2(a), the output obtained from the pure trans-rendering method will be lower 
the picture quality in order to maintain the picture size. This is in contrast to the pure 
trans-scaling in Fig. 5-2(b), where the picture size is not important, but the resolution 
will be the prime concern and hence the high GPU load is also demanding accordingly. 
Then, it becomes clear that our combined method of trans-rendering and trans-scaling 
can produce the higher quality of picture than the pure trans-rendering one, but lower 
demand of GPU load as seen in Fig. 5-2(c). 
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Figure 5-2 Comparison of a) pure trans-rendering, b) pure trans-scaling, and c) 
Combined trans-rendering and trans-scaling 

5.2.2 Mutual Benefits Algorithm 

The objective of Mutual-benefits algorithm is to find the balance of relation 
between server-centric benefits (GPU usage) and client-centric benefits (Render 
resolution), which are the linear relation due to our research conclusion in chapter 
three. In this regard, we can plot a linear relationship between game workload and 
resolution as a linear graph shown in Fig. 5-3, which is expressed as a function in (1). 
Therefore, we can always find the suitable resolution of cloud gaming, regarding the 
current GPU workload and the client screen size. 
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Figure 5-3 Relational between GPU Workload and Rendered resolution 

x = (y
m
) *ptarget        (1) 

Where y is percentage of server’s available GPU resource (e.g. 80%), m is slope 
of the relation between GPU workload and render resolution which depends on each 
game, and ptarget is pixel number of client display (e.g. 921,600 pixel for 1280x720 
display). We can find the x from (1), that will be the compartments point for the 
adaptation process we state in section III a. 

 

5.3 Experimental Methodology 

To illustrate performance of hybrid method, we setup testing equipment as 
show in Fig. 5-4. On network infrastructure, we use Cisco 3845 router and Cisco 2960G 
gigabit switch to create gigabit connection between end-points. 

 

Figure 5-4 Network Scenario 

On cloud gaming server, we use a server contains of 3.5 GHz 6-Core Xeon E5-
1650v2 processor, 16GB DDR3 main memory and Dual NVIDIA GeForce GTX Titan GPU. 
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This server will run 5 chosen sampling games which represent the most popular game 
genres in nowadays, including “Race driver Grid 2” for racing genre, “Metro 2033” for 
the first person shooter genre, “Resident Evil 6” for the third person shooter genre, 
“The elder scrolls V: Skyrim” for role-playing and “Grand Theft Auto IV” for open-
world genre. We will give detail about game setting in table 10. 

Table 5-1 Experimental Sample Game 

Games Setup 
Resident Evil 6  VSYNC On, FXAA3HQ, Motion Blur ON, Shadow Quality High, 

Texture Quality High, Screen Quality High 
The Elder Scrolls V: Skyrim Ultra Quality, AA OFF 
Grand Theft Auto IV Texture Quality: High, Render Quality: High, View Distance 

33, Detail Distance 33, Vehicle Density 26, Shadow Density 3 
Race Driver Grid 2 Ultra Quality, AA OFF, Advance Lighting 
Metro 2033 DX11 Very High Quality + AA OFF 

Table 5-2 Client Sampling 

Tier Sample Steam Web PC Web PC+M MobileSale Avg 
1 1920x1080 4 1 1 1 2 
2 1600x900 2 1 1 0 1 
3 1280x720 4 7 5 1 4 
4 800x600 0 1 2 4 2 
5 320x240 0 0 1 4 1 
Total 10 10 10 10 10 
Note:  “Steam” group come from number of steam user, “Web PC” and “Web PC+M” come from client who surf 
the web on PC and on PC combine with mobile device respectively, “Mobile Sale” come from mobile devices sale 

on 2014 and “Avg” is an average. 

 

On cloud gaming client, for convenience to collect results from sampling, we 
use a high-end desktop PC to emulate a sampling device rather than a real hardware. 
We generate 5 sampling groups. Each group consists of 10 emulated clients, which 
estimates from 4 global statistic on internet connected devices (Stream online game 
store, Statista.com, Apprepim.com and Statcounter.com). As we show in table 5-2.  

We use these above emulated clients to send command to sampling server. 
Then we pull out working log from both sides and use it to explain the efficiency of 
hybrid method hereafter. 
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5.4 Experimental Result 

To explain the efficiency of hybrid method, we will show an experimental result 
by two aspects, client and server benefit aspects. 

 

5.4.1 Client-centric benefits 

For obtaining client-centric benefits, cloud gaming needs to render game 
graphics at the compatible resolution for displaying on the client machine, and at the 
same time, responsiveness and smoothness of the game session must be maintained. 
It also needs to limit network usage. 

 

 

Figure 5-5 Render resolution for each client. Sample by “Steam” client scenario; 
congested (Left) and uncongested (Right) 
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Figure 5-6 Render resolution for each client. Sample by “Average” client scenario; 
congested (Left) and uncongested (Right) 

Fig. 5-5 and Fig. 5-6 shows a rendered resolution for each user on both scenarios 
of uncongested and congested loads. During uncongested periods, the hybrid method 
will render every pixels requested by the client. During congestion, this method will 
instead render at near client resolution, rather than those resolutions obtained from 
trans-rendering and trans-scaling methods. For enabling the precise analyst, we use 
“Root Mean Square Error” (RMSE) to determine the dependence between content 
adaptation method and client display resolution. The results are shown in table 5-3, 
which can be noticed that the hybrid method has the lowest RMSE. This means the 
output of hybrid method have more congruence to device resolution than the other 
methods. 

Table 5-3 Relative between  content adaptation method and target resolution By 
root mean square error. 

Method RMSE (M. Pixel) 
Trans-Rendering 0.597 
Trans-Scaling 0.794 
Hybrid 0.405 
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Figure 5-7 Average FPS for each client. Sample by “Web” client scenario. congest 
(Left) and uncongested (Right) 

Beside the render resolution, the clients yet require the other service quality, 
e.g. smoothness and responsiveness of the game session, which have a close 
relationship with the values of frame-per-second (FPS) and the latency. Fig. 5-7 reveals 
number of an average FPS, which shows the hybrid method’s ability to comfortably 
deliver more than 30 FPS in congest and more than 60 FPS in uncongested situation. 
That means the clients will always get reasonable smooth game experience on both 
situations. 

 

Figure 5-8 Game latency for each type of user (in millisecond) 
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Fig. 5-8 shows a number of game latency, which explains that an 
implementation of hybrid method does not cause significant latency compared to the 
other method. Most importantly, it can keep the game latency below the acceptable 
region of 200ms, which surely has no effect on human visual perception [19]. It can be 
noticed in Fig. 5-9 that this feature can be obtained on the network usage that is 
competent to the other methods 

 

 

Figure 5-9 Network Usage 

5.4.2 Server-centric benefits 

For obtaining server-centric benefits, the game server will attempt to increase 
their user capability, lower the GPU usage, and maintain the network bandwidth, when 
the number of users are increased.  

Because of the server capability depends on the number of client FPS and 
latency, it is showed in Fig. 5-10 and Fig. 5-11 that hybrid method can deliver the 
comparative number of clients as the trans-rendering method, but significantly better 
than those of trans-scaling method. In addition, when looking at the GPU utilization in 
Fig. 5-12, the hybrid method is yet slowly increasing, compared with the trans-scaling 
method. 
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Figure 5-10 Game latency by the number of users. 

 

Figure 5-11   Average FPS by the number of users. 
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Figure 5-12   GPU Workload by the number of users. 

5.5 Experimental Conclusion 

Based on all experiments explained above, we can give a complete picture of 
performance issues in Fig. 5-13. It can be clearly seen that the hybrid method are 
outstanding on many issues better than other two counterparts, except for the average 
game FPS and the game latency. 

 

Figure 5-13   Experiment summary. 
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5.6 Conclusion 

In this chapter, we introduce the combination of trans-rendering and trans-
scaling methods aiming at adaptation for cloud gaming content and taking both server-
centric and client-centric benefits into consideration. By means of experiments, we 
showed evidences that our proposed method is outstanding in terms of picture quality 
and associated GPU workloads, in comparison with trans-rendering and trans-scaling 
methods performing alone. We believe the content of this section will give substantial 
benefits for researchers, who also work in the field of cloud gaming. 
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Chapter 6 
Conclusion & Future Works 

 
 

6.1 Conclusion 

In this thesis, we argue that the facing problems of current workload provision 
and workload adaptation approaches in cloud gaming services are caused by the 
partial view of resource management (i.e. computing and network resources). Our 
assumption is that an efficient solution for resolving these problems must be taken 
into consideration the global viewpoint of computing resources under management. 
In order to approve this assumption, the research studies have been prudently 
performed, and the conclusion can be given in the followings: 

• In chapter 3, we perform the relationship of server-side and client-side 
parameters so that the full understanding of their relationships affects to 
the characteristics of cloud gaming workload can be defined. After analyzing 
the experimental results, we can propose a linear function that can be well-
used for predicting the future workload, which is necessary for determining 
the demanded resource of a newly request connection. 

• In chapter 4, the key issue is on the workload provision approach in cloud 
gaming environment. We take the proposed model (obtained from the 
chapter 3) to relax the burden of demanded resource computation for a 
new gaming connection. It is in the sense that the increase of CPU, GPU 
and network loads can be easily approximated on the server machine. 
Based on these calculation, an optimal resource allocation on each 
resource can be made possible. Then, we give a demonstration of effective 
resource utilization results via multi-variable bin-packing optimization 
technique. 

• In chapter 5, the key issue is on the workload adaptation approach in cloud 
gaming environment. On the favor of global viewpoint of resource 
management, we combine the use of client-centric and server-centric 
benefits for fulfilling the workload adaptation. Our hybrid method is then 
proposed and show the outstanding in terms of better graphics quality and 
more efficient server resource utilization than the legacy one. 
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6.2 Future Works 

The work in this thesis can extend in some possible directions as follows. 
6.2.1 Better modeling the characteristics of cloud gaming workload 

Since our proposed model in chapter 3 works is approximate in nature via a 
basis of linear function, it can just provide an approximation of resource in a short 
period of time on the demand that needs to be reserved for a new gaming request. It 
would be better if the finer-granular approximation techniques are replaced since the 
more precision result of resource allocation can be achieved than the current one. 
However, this may achieve on the expense of calculation time.  
6.2.2 Exploring the other optimization techniques for the workload provision 

The first-fit decreasing algorithm for finding the optimal solution of bin-packing 
problem are simply selected for giving a demonstration, due to the sake of simplicity. 
In this regard, it would be interesting to investigate on the application of other bin-
packing algorithms so that more efficient results can be expected. 
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