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ABSTRACT 
 

  Overlapping nuclei segmentation employs image information to extract 
boundaries or pixel group of individual nucleus. Shape, edge and intensity of nuclei are applied to 
image preprocessing to prepare required conditions for segmentation algorithms. Direction is the 
information that can yield the segmented objects when it holds the smoothing and contrasting 
direction abilities before direction-based segmentation. This work proposes technique consisting 
of two steps, direction generation and direction segmentation. The preprocessing named direction 
generator operates to construct direction from nuclei shape based on the desired direction 
abilities. Three direction segmentation techniques are proposed to determine the boundaries or 
pixel group. Direction-based splitting and merging technique (DSMT) exploits grouping and re-
grouping the direction field based on smoothing direction ability. In contrast, direction-based 
classification technique (DBCT) uses the contrasting direction ability to locate the boundaries 
between overlapping nuclei. Finally, direction-based flow tracking technique (DBFT) moves 
pixels using path from direction information to the same area or nearby in each individual 
nucleus. The recovery of these pixels to the original position after label process results the 
individual nucleus. The performance to these techniques are compared to the tradition watershed 
(TWS) and marker-controlled watershed (MCWS) on overlapping nuclei images. On the classifier 
performance measurement, DBFT provides the highest number of ACC and F1-measure. This 
shows that the direction-based techniques can achieve the segmentation task. Also, the proposed 
segmentation techniques operate on relation, difference, and path of direction field. They are the 
essential characteristics of these segmentation approaches. 
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Chapter 1 
Introduction 
 
1.1 Image Characteristics 
  
Immunohistochemistry is a technique used for detecting in situ a tissue antigen by a specific 
antibody. An antigen-antibody reaction is visualized by the color development of specific dye and 
can be seen by light microscope. The tissue antigen is presented at any part of the cell, i.e., cell 
membrane, cytoplasm or nucleus. Therefore, it is a useful technique to demonstrate the protein 
markers including cancer cell. Estrogen receptor (ER) and progesterone receptor (PR) are 
prognostic markers for breast cancer detected by this method. Evaluation of ER and PR positive 
cells are useful for hormonal therapy. 
 
Figure 1.1 shows an example of stained cancer cell image from microscope with a magnification 
of 40x. This staining procedure is utilized to demonstrate the existing of estrogen or progesterone 
receptors in the breast cancer cells. In other words, stained cancer cells are classified into two 
categories according to their nucleus color contents, i.e. brown and blue. The brown color indi- 

 

 
 

Fig. 1.1: An example of a stained cancer cell image. The brown and blue nuclei with the added 
labels are representative samples of positive and negative staining of estrogen receptor of breast 

cancer cells, respectively. 
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cates a positive (P) staining while the blue one demonstrates a negative (N) result. The brown and 
blue cells with the added labels shown in Figure 1.1 are representative samples of positive and 
negative staining of estrogen receptor of cancer cells, respectively. The ratio of the total number 
of positive cancer cells to the total number of cancer cells in the whole image is used by a doctor 
for medical planning and treatment. 

 
Traditionally, the percentage of positive cells of those markers is semi-quantitatively counted. 
However, it is time consuming, costly, subjective and tedious. To overcome these problems, an 
automation of image analysis that previously requires manual operations is performed on the 
basis of the developments in computer capabilities and image processing algorithms [1]-[3]. 
There are a number of benefits that result from an automated analysis. These include an 
acceleration of the process, a reduction in cost for image analysis, as well as a decrement in a 
false inspection due to fatigue. Additionally, the automated analysis provides a quantitative 
description. Based on this quantitative measurement, the analysis result is objective. Further-       
more, the correlation of the quantitative categorization with patient symptoms may allow for an 
automated diagnostic system [4]. However, it is not expected that automated image analysis will 
replace pathologist’s experience. It is only an aid to the pathologist for the repeated routine work 
and yields quantitative results that complement and enhance interpretations by pathologists. 
Visual examination by the pathologist is still required where the objects that the method is not 
trained to deal with are encountered. 
 

1.2 Review of Literature 
 
Literatures relating the overlapping nuclei segmentation can be categorized into intensity-based 
and direction-based algorithms. Based on intensity determination, the watershed algorithm is 
popular technique by its simple adaptation to various nuclei in hand. Such combination with the 
other components, these further improvements answer their requirement as well. To organize their 
proposed approaches clearly, pre-processing and post-processing can be used to represent the 
similarity among them. On the one hand, the pre-processing is the preparation of catchment basin 
that is before provided to flooding process of watershed algorithm. Under utilizing the binary 
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image nuclei from image preprocessing, the accurate catchment basin can be produced by 
marking function [5]. Based on the distance transformation applied to catchment basin 
preparation, its improvement by marking function [6] generates the contrast distance among 
overlapping nuclei. In addition, novel distance transformation is proposed as the reverse fuzzy 
distance transform [7] and radial symmetry decomposition technique [8]. These techniques 
alternatively propose distance transformation in more complexity process. In case of irregular 
nuclei surface, the harmonic cut and regularized centroid transform [9] reconstructs the nuclei 
surface yielding more smoothing catchment basin. Moreover, marker-controlled watershed which 
builds catchment basin by marker [6], [10]-[12] achieves the over segmentation reduction. Based 
on initial marker identification, this technique attempts to guarantee an extracted marker to 
represent an individual nucleus. Then, the obtained marker will be used to build the catchment 
basin provided to watershed algorithm later. On the other hand, the post-processing of watershed 
algorithm is subsequently action to handle the obtained undesired results as over-and-under 
segmentation. The decision function applied by selected features of segmented nuclei [12]-[14] 
determines merging decision among connected objects. In addition, the modified application of 
hole-filling, basically morphology operator, is proposed to support this task. 

 
On the other side of intensity-based technique, there are the deformable contour methods which 
are classified into the direction-based technique. The combination of edge-and-region-based 
operations preferably makes precise segmentation line. Two families of medical application of 
this technique are snakes and level set methods [15]. They are firstly introduced by Kass et al. 
[16] and Malladi et al. [17] respectively. On overlapping nuclei segmentation, the implement- 
tations can be entirely adapted to all steps in process. In pre-processing step, preparing of external 
force field is the popular strategy, for instance, contrasting external force field among individual 
nucleus simply approaches the accurate contour [18]-[20]. Furthermore, the exact contour can be 
otherwise derived by the initial contour identification similar to marker in the watershed 
algorithm [21]. Next, in-processing of the deformable contour methods is also opened to 
accommodate to desired application. The modified process and parameterization are the example 
of this agreement to the specific case of overlapping nuclei [22]-[24]. For post-processing, in 
some deformable contour methods, their functions do not involve to overlapping object segmen- 
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tation. The extra operation is required to support this task such determination of knot’s contour 
[25].  
 
In spite of the mentioned techniques, other alternative approaches have been proposed 
continuously in various significant objectives. Adaptation, improvement, and modification are 
selected applying to achieve their goal. Such the neuron network theorem, it can be fully applied 
to overlapping nuclei segmentation [26]. Also, basically nuclei structure, the morphology 
calculation succeeds the segmentation task when the concave shape of overlapping nuclei is 
obviously observed [27]. Moreover, curve fitting technique, and gradient flow tracking also 
involve the various theorem on the overlapping nuclei segmentation [28]-[29]. Even though there 
are the continuous developments, the segmentation issue of overlapping nuclei is still opened. 
This absolutely indicates the significance of this topic impacting to knowledge application of 
digital image processing to biomedical engineering. Reversely, knowledge from this application 
might be also extended to the others. 
 

1.3 Image Information from Overlapping Nuclei Image  
 
Before the image analysis process, the consideration of image information is usually determined 
initially since it is essential value which influences to segmentation scheme. Similar to this work, 
overlapping nuclei segmentation, the individual nucleus will be initially analyzed and then 
selected the property and/or characteristic to prepare input to the direction application. This 

 
 

Fig. 1.2: The elliptic-like shape (approximated by red line) of breast cancer nuclei.   
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requirement is called “image information”. From the fact that the nuclei are usually elliptic-like 
shape [28], for instance, breast cancer nuclei as shown in Fig. 1.2.  Most researchers in this filed 
give the priority to nuclei shape as the summary of the approaches shown in Table 2.1. This 
shows the majority in nuclei shape information applied to segmentation approach while following 
by nuclei intensity and nuclei edge is less employment.  Clearly, the mentioned items are further 
described as following: 
 
Nuclei shape: Since the nuclei can be described as elliptic-like shape, its description prefers the 
morphological image operator. For instance, the distance transformation is performed to prepare 
the nuclei intensity for watershed algorithm as shown in Fig. 1.3. It shows that the transformation 
generates the separated minimum of overlapping nuclei using the concave shape. 
 
Nuclei edge: There is the image edge application which corresponds to the segmentation 
algorithm. As deformable contour methods, this manner generally exploits this information but 
the complex solution of overlapping nuclei problem is also required extremely. 
 
Nuclei intensity: Because it is primary image information, the image noise from nuclei image 
acquisition and nucleus type usually reduce image quality, for example, the breast cancer nuclei 

TABLE 1.1: The conclusion of image information applied on overlapping nuclei 
segmentation. 

No. Image information Segmentation approaches References 

1 Nuclei shape Watershed [5]-[8], [10]-
[14], [30]-[31] 

2 Nuclei shape Deformable contour methods [21] 

3 Nuclei edge Deformable contour methods [18]-[19], [20], 
[22], [25] 

4 Nuclei intensity Watershed [9] 

5 Nuclei intensity Gradient flow tracking [29] 

 



 

6 

illustrated as surface plot in Fig. 1.3. To hold its employment, the image preprocessing must be 
performed hardly when the image noise disturbs strongly. 
 
From the image information implementation, the nuclei shape is mostly employed, especially 
applying to the distance transformation. The concave shape strongly yields advantage by more 
smoothed nuclei surface, maintaining the separated minimum, adaptation, and simple implemen- 
tation. Thus, on the overlapping nuclei task, the most application on it in the initial information is 
represented obviously. 

 
1.4 Original Contribution 
 
From the literatures, the segmentation approaches require image information to build prepared 
information before segmentation. For instance, the specific pre-processing of watershed algorithm 
and deformable contour methods build catchment basin and external force field respectively. 
Also, the in-processing of deformable contour methods can be made parameter adjustments to 

 
 

Fig. 1.3: The example of the application of image information on the overlapping nuclei 
image. 
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achieve this task. Moreover, the post-processing of them also determines the segmented nuclei to 
more correct result. However, these schemes have a trade-off on complexity, cost, and processing 
time. Thus, this work attempts to employ the alternative image information to maintain accuracy 
with less complexity, cost, and processing time. 
 

1.5 Objective 
 
 (1) To propose novel algorithm of overlapping nuclei segmentation for breast cancer 
nuclei. 
 (2) To study and assess the proposed algorithm comparing to the existed algorithm in 
overlapping nuclei segmentation. 
 (3) To study factors affecting to overlapping nuclei segmentation for breast cancer nuclei. 
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Chapter 2  
Overview of Direction-based Application  
on Overlapping Nuclei Segmentation 
 
2.1 Introduction 
 
In this chapter, the contents present the introduction of principle in direction-based application on 
overlapping nuclei segmentation. First, the Section 2.2 carries out the description of direction 
information in the traditional physics involved mathematics and the characteristics when it is on 
the 2D space. Furthermore, this section will also illustrate its possibility on segmentation task in 
2D space. Consequently, in Section 2.3, the segmentation approach based on direction application 
will be deal with the image information from nuclei. This yields the general scheme in Section 2.4 
which is based to other proposed approaches in this dissertation. Finally, the discussion to all 
obtained outcome will be expressed in Section 2.5 involved the relationship to next Chapter. 
 

2.2 Direction Information 
 
In applied mathematics and physics, the direction information is usually included to quantities 
formed as vector. Velocity, force, movement, and acceleration, for instance, are some examples 
which can be described its characteristic by a vector [32]. Based on its principle, the arrow 
direction of a vector represents its action where its length indicates the magnitude in selected 
scale. Let AB  showed in Fig. 2.1(a) represents the vector, where the line from point A  to point 
B  is the line of action, and the point B  is the terminus of the vector. To accommodate the vector 
format, this dissertation uses the notation to denote a vector as a  showed in Fig. 2.1(a).  
Furthermore, where a  is only represented to direction information, the normalized vector is used 
to transform by 
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,ˆ

a
aa =                                                                                                                                    (2.1) 

 
where a  is norm of a . â  is the unit vector that set the magnitude to one. In other words, the 
direction of â  is transformed to the rectangular coordinate that can be estimated the direction 
difference.  
 
In 2D space, the existed â  can describe the segmented area by the definition of decision function 

( )( )D  which inputs the direction information of â . For instance, the â  in Fig. 2.1(b) can be 
extracted the decision line for segmented area by      

 

( ) ( )
( )⎩

⎨
⎧

>∠Ω−
≤∠Ω+

= ,
ˆ,,
ˆ,,ˆ

φ
φ

a
aa

AP
APD                                                                                                 (2.2) 

 
where Ω±  is the segmented area, p  is a point in 2D space, and φ  is the reference angle that 
classifies the angle difference from ( )â,AP∠  to Ω± . In the example, identifying φ  to 90  sets 
the segmented area represented by the red and blue area for Ω+  and Ω− , respectively. In 
addition, the decision line can be varied by the difference φ . Here, it is the result from a vector 
only which can make more information in 2D space. Definitely, increasing unit vector to 2D 
space yields more complete segmented area. As showing in Fig. 2.1(c), Ω±  are restricted over 
only one vector. The cooperation of â , b̂ , ĉ , and d̂  is based on the intersection of Ω+  of 
them. This shows direction information advantage to segmentation in 2D space. The operation of 

                   
                                 (a)                                (b)                                     (c) 

 
Fig. 2.1: Vector (a) and unit vector in 2D space (b)-(c). 
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direction and ( )D  as the simple demonstration in Fig. 2.1(c) indicates to possibility of 
segmentation estimation in 2D space. In this dissertation, its application to overlapping nuclei 
segmentation is used to make value in practice. The correspondence of direction information and 
image segmentation is represented latter section which image information meets direction 
information. 
 

2.3 Proposed Direction Form on Overlapping Nuclei Segmentation 
 
In previous works, there are deformable contour methods and gradient flow tracking which 
utilized the direction application. They apply the direction to extract the segmentation line to 
separate the overlapping nuclei. Similar to intensity-based segmentation, the characteristic of 
application can be observed. Let synthesized-separated-nuclei image in Fig. 2.2 is determined the 
direction using ( ),f i j⎡ ⎤∇ ⎣ ⎦  where ( ),f i j  is its distance transformation. This shows direction 
behavior when the red mark is put on. Obviously, all direction in the individual nucleus tries to 
direct to the same area or same red mark. This behavior can be analyzed to ability of direction 
when the direction among them is considered.  
 
Smoothing direction ability: This ability indicates that all direction in the individual nucleus 
tries to direct to the same area or nearby. This factor plays as the unity indication to all pixels in 

 

          
                           (a)                                                                          (b)  
                  

Fig. 2.2: Direction behaviors on overlapping nuclei. 
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the individual nucleus. In other words, smoothing direction is the movement guideline that 
gathers them together. 
 
Contrasting direction ability: From the smoothing direction ability, the further behavior occurs 
when the direction among the connected nuclei areas are determined. It is contrasting direction 
ability which separates the overlapping nuclei on the direction environment. 
 
Segmentation decision: Co-operation of the smoothing and contrasting direction abilities 
originate the boundaries which prevent the connected nuclei, namely segmentation decision. This 
is the result of the decision function ( )( )D  which is respectively judged nΩ+ .   
 
From the above description, the direction application on overlapping nuclei segmentation should 
be earned the smoothing and contrasting direction abilities for direction generator. These abilities 
make the direction field responding to decision function as well because its behavior has the unity 
in the individual nuclei. In addition, the decision function determining the segmentation boundary 
must perform based on two abilities employment.  
 

2.4 General Scheme of Direction Application on Overlapping Nuclei 
Segmentation 
 
This section describes the implementation of image information to overlapping nuclei 
segmentation based on direction determination. This basic process uses the nuclei shape as the 

 

 
 

Fig. 2.3: Basic concept of direction application on image segmentation. 
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image information, which is used to provide to direction application process. Therefore, the 
general scheme in this section will be the master process that is based to other chapters. 
 
On the image information, discrete signal is formed by spatial coordinate. Let ( ),P i j  represents 
pixel position which contains the image information such as intensity, color space value, etc. 
Assuming, at a ( ),P i j , the image information at Ω+  is inputted initially to the workflow as 
shown in Fig. 2.3 to perform the direction generator, where Ω+  is foreground that includes the 
overlapping objects. At the output of direction generator, the image information is transformed to 
the vector matrix V  where the magnitude of V  at ( ),P i j  illustrates its direction by vertical and 
horizontal values. In this concept, the direction generator is required to build some characteristic 
that can reveal its unity in the individual object. For example, all direction in it totally directs to 
the same area or nearby. Next, the direction in V  is classified to nΩ+  where nΩ+  is the 
individual object area at object number n . This manner is called decision function ( )( )D  
because of its operation on classifier. From this, the target object is extracted its pixels in the 
image and also thn .  Thus, nΩ+  is an extracted object which is visualized by labeling 
number n  on the image. Finally, the nΩ+  will be compared to the expert marker to determine 
the segmentation accuracy as shown in Fig. 2.4. From the example, the correct segmentation is 

nΩ+ labeled with one marker (red dot). The over segmentation is nΩ+  which does not have 
the marker. The under segmentation is nΩ+  which contains more than one marker.    

               
 

                               (a)                                      (b)                                       (c) 
 

Fig. 2.4: (a) Correct segmentation. (b) Over segmentation. (c) Under segmentation. 
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2.5 Discussion 
 
This chapter proposes the overview of direction-based segmentation approach applied to 
overlapping nuclei segmentation problem. The contents flow subsequently from the basic theory 
to application. They consist of direction mathematics, applying the direction to segmentation 
approach in 2D space, the image information from overlapping nuclei image, and the overlapping 
nuclei segmentation using direction information. However, because this is only the overview and 
basic concept, the description does not illustrate the scheme, experiment, and result. These will be 
responded by later chapters which are a part of the basic workflow in Fig. 2.3. Hence, the 
proposed computations in this dissertation are in the two steps as direction generator and decision 
function ( )( )D . Also, the obtained results will be V  and nΩ+  respectively.   
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Chapter 3 
Direction Generator 
 
3.1 Introduction 
 
The primary step to direction application on overlapping nuclei segmentation is the direction 
preparing as the direction generator shown in general workflow in Chapter 2. The provided 
information to this approach is required based on the selected image information from the 
overlapping nuclei image. From Chapter 2, when it responds by the nuclei shape, this is further 
calculated to obtain this information. The image pre-processing in Section 3.2 is set to achieve 
this task. It contains the minor steps formed as workflow which extracts the nuclei shape from 
nuclei color image. Subsequently, the obtained nuclei shape will be provided to the direction 
generator in Section 3.3. Now, the nuclei shape information is transformed to the direction field. 
The derived results from the experiment are reported in Section 3.4. These show the characteristic 
of the obtained direction field and parameter response, which are discussed in this section.  
Finally, the conclusions are given in Section 3.5. 
 

3.2 Image Pre-processing on Overlapping Nuclei Segmentation  
 
The image pre-processing step consists of image transformation and background elimination. This 
scheme prepares the image information extracted from the overlapping nuclei image. In 
overlapping nuclei segmentation, the image information is set to nuclei shape which is 
outstanding among the other image information as described in Section 2.2. Fig. 3.1 shows the 
workflow of all steps that takes initially the original source as color image to the end of process 
by the determined binary image. In each step, the operation is detailed as following: 
 
Color space transformation: Because the various image data can be transformed among color 
image type, the application can select one that approaches the objective best. In this case, the 
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intensity image is selected because it yields the contrasting between foreground referred to Ω+  
and background referred to Ω−  as the example in Fig. 3.2(a). 
 
Binarization: To prepare nuclei shape information, the binary image is the popular form in which 
the overlapping-and-individual nuclei appear exactly as the concave shape and elliptic-like shape 
respectively. The binarization is performed by the classification of a pixel to Ω± .  By the 
threshold value (TH ), the binarization is calculated by 
 

( ) ( )
( )

, ,
, ,

, ,
I i j TH

B i j
I i j TH

⎧+Ω ≤⎪= ⎨−Ω >⎪⎩
                                                                                                     (3.1) 

 
where ( ),I i j  is the intensity value at ( ),P i j . From high contrasting of the nuclei image 
intensity, it also yields the contrasting of the intensity histogram as shown in Fig 3.2(b). From 
this, the Otsu’s thresholding performs well when the histogram acts as the two valleys. Moreover, 
the simplification and cost are also derived from this approach. Its threshold value can be 
calculated by   

 
),(  max)( 2

1

*2 THTH BLTHB σσ
<≤

=                                                                                                     (3.2) 

  
where, the threshold value is TH  giving the maximum-between-class variance ( 2

Bσ ). In the 
example, the obtained binary image still has some un-designed nuclei area. The morphology 
operator is needed to manage it. 

 
 

Fig. 3.1: Image pre-processing workflow. 



 

16 

 
Morphology operator: Fig. 3.2(c) illustrates respectively results of selected morphology 
operator supporting each requirement. Firstly, the binary image (A) is determined the area (pixel 
number) that excludes the tiny piece, showing in the binary image (B). Then, the un-completed 
area by hole is filled as showed in the binary image (C). Finally, the un-completed area by 
attaching the image window is also released as showed in the binary image (D).  
 
Note that the binarization and the morphology operator are considered to be the component of the 
background elimination from the foreground extraction. Here, the prepared image information by 
nuclei shape through the binary image is achieved. Thus, desired image information and the 
image in hand should be initially considered in the scheme construction. 
 

3.3 Direction Generator 
 
The direction generator is a step which builds the direction in the foreground ( Ω+ ) of the 
overlapping nuclei image. It engages to response the requirement of direction application on 
overlapping nuclei segmentation. The accomplishment on smoothing-and-contrasting direction 
abilities is needed significantly when the image information on nuclei shape is selected. From 

                    
(a)                                                            (b) 
 

 
(c) 

 

Fig. 3.2: (a) Color space transformation. (b) Binarization. (c) Morphology operator. 
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previous works, the nuclei shape generally applies to ( )Bd , where ( )d  is distance transforma-
tion function and B is a binary image. It yields reconstructed intensity value which is more 
smoothing surface by the nuclei shape information. The demonstration is illustrated in Fig. 3.3. 
However, the irregular shape of overlapping nuclei makes roughly the reconstructed intensity. It 
respectively makes the error such the over-segmentation in watershed application.  
 
To solve this problem and hold direction requirement, let the primary step to generate the initial 
direction by 
 

( )( )
( )( ) ,
Bd
Bd

∇
∇

=V                                                                                                                          (3.3) 

 
where ∇  is the image gradient estimation. The obtained direction field ( V ) is illustrated in Fig. 
3.3(b). There is confusing direction generated from local minima intensity by distance 
transformation of the irregular shape. Also, it misses the direction requirement and remains the 

 

 
(a) 

                         
                        (b)                           (c)                           (d) 
Fig. 3.3: (a) Smoothed image surface of reconstructed intensity after distance transformation. (b) 

The V of (a). (c)  The V of dilated nuclei image. (d) localV . 
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problem. Thus, the direction field in hand is analyzed using observation of direction field 
structure. It reveals two points concerning the solution.  
 
First, the irregular shape should be reduced before distance transformation. Fig. 3.3(c) shows the 
dilation operator, basic morphology operator, which sets the nuclei shape to more smoothness and 
then V is computed. The smoothing direction ability is more over the first distinctly but the 
contrasting direction ability is still lost. However, some potential remains for able observation. 
This is shown by the red dash circles in Fig. 3.3(c). The contrasting direction is at the concave 
shape of overlapping area. To utilize it, the second solution must take this direction along the 
segmentation boundary. This task can be achieved by the local distance transformation. 
 
From the designed solution above, the direction generator will be combined by the morphology 
operator and the local distance transformation. By this, Eq. 3.3 for global estimation is 
transformed to 
 

         
                 (a)                       (b)                          (c)                        (d)                         (e) 

         
                 (f)                         (g)                        (h)                        (i)                         (j) 

 
Fig. 3.4: (a)-(i) illustrate the local direction field at iter = 1, 5, 10, 15, 20, 25, 30, 35, 40, and 

the final direction field (j). 
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( )( )
( )( ) ,B

EBd
EBd

d

d
local ⋅

⊕∇
⊕∇

=V                                                                                                     (3.4) 

 

where dE is a structure element for dilation operator, and ( )( )
( )( )d

d

EBd
EBd

⊕∇
⊕∇  the initial direction 

field from dilation operator. From Eq. 3.4, the improved direction field is illustrated in Fig. 
3.3(d). To take the contrasting direction covering the segmentation boundary, the shrinking 
process by erosion operator is selected to perform in an iterated process, which is given by: [33] 
 
Direction generator: 
Define dE , shE  

0=V  
0iter =  

While B  is not empty 
 Find iter

localV  
 ( ) / 2iter

local= +V V V  

 shB B E=  

 1iter iter= +  
End while 
End 
 
where iter

localV  is a local direction field at loop iter , and shE  is the structuring element of erosion 
operator in the shrinking process. At a loop iter , the direction generator yields  localV  as shown 
in Fig. 3.4(a)-(i). The contrasting direction presented by the red dash circle attaches to the localV  
as possible. Finally, in Fig. 3.4(j), the average of all localV  produces the desired direction field 
which keeps the smoothing-and-contrasting direction abilities. 
 

3.4 Experimental Results  
 
This section shows the results from the experiment where the actual overlapping nuclei image is 
applied to proposed direction generator. The obtained direction field ( V ) will be analyzed based 
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on the direction requirement. Furthermore, its parameter setting will be also varied to present its 
characteristic under this situation.    
 
Direction Characteristic:  According to the direction requirement, the smoothing-and-
contrasting direction abilities are the keys that determine the segmentation boundary. In direction 
environment, both abilities are obviously observed by direction field shown in Fig. 3.5. The 
direction field from the proposed direction generator in Fig. 3.5(a) is compared to that from the 
gradient direction of smoothed distance image in Fig. 3.5(b) on both abilities. The decision area 
for the segmentation of overlapping objects is located in the rectangular box. In addition, it is 
zoomed out and shown in the right image. 
 
For smoothing direction ability, the direction field of the proposed direction generator seems to be 
more confusing than the gradient direction of smoothed distance image. Nevertheless, it can be 
still observed a pixel tracking to the area representing the individual nucleus. This means that the 

         
(a) 

       
(b) 

 
Fig. 3.5: (a) Direction field from the proposed direction generator. (b) Direction field from 

gradient direction of smoothed distance image. 
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direction smoothness from the proposed approach can maintain the tracking ability that guides all 
pixels in an individual nucleus to the same area or nearby. This occurring behavior illustrates the 
characteristics of direction field corresponding to the definition of proposed concept sufficiently. 
On the other hand, the direction field from the gradient direction of smoothed distance image 
cannot achieve the correct tracking because of the large of destination area that cannot judge the 
individual nucleus. 
 
In case of contrasting direction ability, it is important for segmentation process since the 
segmentation decision is initially formed by this factor. From Fig. 3.5(a), our approach responds 
to this requirement very well as can be seen by distinct divergent directions. Its contrast directions 
are throughout on the segmentation decision continuously. This ensures that the initial 
segmentation process can extract the segmentation line. In the other one, low contrasting direction 
ability is odiously observed. It is risk to be the incomplete segmentation in decision function 

( )( )D .  
 
Parameter Response: In this factor, the reaction of the direction generator is depended on two 
parameters, dE and shE . Since the shE is in shrinking process, the erosion to all pixel in B takes 
it to set structure element to one in radius. The remained parameter, dE , can present the 
responsibility by variation of its radius. Let dE  is defined to disk shape. The responsibility can be 
revealed as the example in Fig. 3.6. Where r  is the radius value, r =10 is not enough to hold 

 

           
                                       (a)                                (b)                                (c) 
 

Fig. 3.6: The direction field from varying radius of disk-shaped structuring element in which   
(a) r =10, (b) r =30, and (c) r =50. 
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smoothing-and-contrasting direction abilities. In contrast, the over radius of dE in Fig. 3.6(c) 
performs the missed contrasting direction ability in segmentation boundary. At final definition, 
the obtained direction field covers completely on both direction abilities. These show the 
application of proposed approach in practice, which the parameter definition by the user is 
required. 
 

3.5 Discussion 
 
In this chapter, the direction field ( V ) accomplishes the direction field requirement as 
contrasting-and-smoothing direction abilities. The outcome impacts certainly to segmentation 
approach where the individual nucleus has only the smoothing direction and the overlapping 
nuclei boundary has the contrasting direction between them. The proposed approach uses the 
local calculation to maintain the contrasting direction ability and also exploits the average of these 
local calculations to keep the smoothing direction ability. These abilities will support the decision 
function ( )( )D  to make the segmentation boundary, which will be described in later chapters. 
Hence, the success of overlapping nuclei segmentation begins when those direction abilities are in 
the nuclei area correctly which is the ambition of direction generator. 
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Chapter 4 
Direction-based Spitting and Merging Technique  
 
4.1 Introduction 
 
In this chapter, the decision function as the basic concept in Fig. 2.3 will be proposed as a 
segmentation technique which employs the observable direction characteristics. This is shown as 
the principle in Section 4.2. Then, the numerical calculation will be initially described for the first 
step as Direction-based splitting in Section 4.3. The final step named Direction-based merging is 
performed to segment the overlapping nuclei as the description in Section 4.4. From the 
mentioned manner, the actual overlapping nuclei images will be experimented on this approach as 
the materials and methods in Section 4.5.  The obtained results shown in Section 4.6 will be 
discussed in Section 4.7.   
 

4.2 Principle 
 
According to the synthesized overlapping nuclei surface in Fig. 4.1(a), the observation on it 
reveals the mountain range similarly. To separate it out, each side of mountain range can be 
considered the relationship among them. By visualization, where the relationship of a side group 
is extracted, the individual mountain will be discovered. The mentioned definition is clearly 
illustrated as demonstration in Fig. 4.1(b) where each side of mountain range is cut into smaller 
parts. Derived smaller pieces substitute for the each side of mountain range that will be 
determined the relationship. In this step, when the direction of each piece is presented as the white 
arrows as shown in Fig. 4.1(b), the relationship can be easily calculated by their direction 
destinations.  The decision can group the surface pieces to the separated mountain when their 
directions are determined decision rule. It can be defined that the individual mountain consists of 
the surface pieces having the direction trying to direct to the same area or nearby. Therefore, from 
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this ideal, the proposed strategy can be summarized to splitting and merging approaches in which 
their demonstrations are illustrated in Fig. 4.1(b)-(c) respectively. 
 

4.3 Direction-based Splitting 
 
Let V is the direction field from direction generator, the measurement of direction in V  can be 
made the split direction field. According to this, angle measurement is well responsibility where 
the reference line is set to initial measurement. Clearly, the example in Fig. 4.2 illustrates the 
angle measurement in a direction in V .  To calculate angle, arc tan of magnitude of V is used to 
apply to 

     
                                    (a)                                                                           (b) 

 
(c) 

 
Fig. 4.1: The principle of splitting and merging technique. (a) Surface plot of synthesized 

overlapping nuclei. (b) Split surface. (c) Merged surface. 
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where ( ),i jθ  is angle value at ( ),P i j , ( ),Q i j  is quadrant number addressed a direction, and the 
magnitude of ( ),i jV  represented by ( ).G i j  and ( ),H i j . From Eq. 4.1, a derived ( ),i jθ  is in 
range 0 to 2π . This is employed to splitting function where splitting range is defined as split 
region number ( q ). For instance, if q =4, the splitting function will divide θ  to 4 groups with 
increasing range 2 / 4π . 
 
To illustrate the approach function, the example in Fig. 4.3 prepares θ  from V  using Eq. 4.1, 
and defines q  to 2, 4, 6, and 8. The reference line is set to x+  axis in 2D Cartesian coordination. 
The derived split regions of V are represented using different color on labeled region. The 
proposed approach achieves the object although, some cases, there is the interference of split 
region and tiny region such as q = 6 from the unabsolute V . However, these concerns can be 
compensated by the merging approach and morphology operator respectively.  
 

 
Fig. 4.2: Angle calculation at a direction in V . 



 

26 

4.4 Direction-based Merging 
 
Introduction to Direction-based Merging: This step aims to extract + nΩ , which utilizes the 
split region to be inputted information. Let kρ  is a split region at thk  from Section 4.3. The 
region kρ  must provide information in order to be used to extract the individual nuclei in decision 
function of merging process. Certainly, the direction in kρ  is correspondingly proper to this 
requirement. According to the smoothing direction ability provided by direction generator, this 
ability is useful to find out the relationship for individual nucleus extraction. It is the behavior that 
the directions in the individual nucleus try to direct to the same area or nearby. The application 
just calculates the direction agent of each kρ , and then groups them if these agents converge 
together. It is similar to the example of ideal shown in Fig. 4.1(b) and the following presents the 
computation of the direction agent of each kρ . 
 
For the first step, the direction agent of each kρ  can be calculated by 
 

( )
( )
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                  (a)                                (b)                               (c)                               (d) 

 
Fig. 4.3: Split region using (a) q = 2, (b) q = 4, (c) q = 6, and (d) q = 8. 
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where ( )all kρ  yields all pixel number in kρ . Continuously, obtained kV ′  is next estimated using 

[ ]1 2 3     .... T
k nr r r r=r  and [ ]1 2 3  c    c .... T

k nc c=c to find the position of kV ′ , where kr  and kc  keep 
the position of kV ′  in Cartesian coordinate.  From this, the calculation is given by 
 

( ) ( )( )median size , median size .kP′ ⎡ ⎤ ⎡ ⎤= ⎣ ⎦ ⎣ ⎦r r c c                                                                         (4.3) 

 
From Eq. 4.3, kP′  is set to hold the position of kV ′  to be inside kρ certainly. From those 
estimations, the split region in Fig. 4.2 can be further calculated to kV ′  and kP′  as illustrated in 
Fig. 4.4. The vector shows the direction information from kV ′  while its origin locates at kP′ . 
Moreover, the direction agents on n  = 2, 4, 6, and 8 are shown in Fig. 4.5.  
 
Secondly, the kV ′  and kP′  from the first step will be investigated characteristic to individual object 
extraction. Based on prior knowledge about vector on 2D space in Chapter 2, the relationship 
between them can be illustrated as Fig. 4.6. Let aV ′ , bV ′ , and cV ′  are the direction agent of three 
split region. The relationship among them is described to two cases by numerical computation. 
First case, the convergent characteristic between aV ′  and bV ′  can be estimated by perpendicular 
lines of  aV ′  and bV ′  as shown in Fig. 4.6(a). There are boundaries between blue and red area. 
Also, these areas present over-and-under perpendicular lines. The convergent characteristic 
explicitly reveals through three operators as illustrated in Fig. 4.6(c). There are the cutting point 
which is obtained from the linear equation of  aV ′  and bV ′  , and terminus points of  aV ′  and bV ′ . 

 
 

Fig. 4.4: The illustration of kV ′  and kP′  in a kρ . 
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The action of them yields the convergence measurement of two vectors. It is true when they are in 
the same area (blue area). On the other hand, the direction characteristic illustrating in Fig. 4.6(b) 
is obviously opposite together of  bV ′  and cV ′ . Similar to convergent characteristic, the 
perpendicular lines of the other case can be shown in Fig. 4.6(b). The cutting point and terminus 
points of  bV ′  and cV ′  is on the different area as illustrated in Fig. 4.6(d). This factor will be 
measured to evaluate that it is divergent characteristic.  
 
Here, there are two measurements for revealing kV ′  characteristic. To implement them to 
overlapping nuclei segmentation, it just estimates between connected split regions to convergent 
or divergent characteristic. From decision making, where the characteristic decision is judged to 
convergent result, the considered regions will be merged together. Thus, in the other side, the 
decision marking will avoid merging process due to the divergent characteristic. This rule can 
achieve the overlapping nuclei segmentation when all kV ′  in individual nucleus try to direct to the 
same area or nearby. 
 
Numerical Direction-based Merging: From convergent-and-divergent characteristic measure- 
ment, the computation must initially provide the cutting point and the terminus point of a  kV ′ , and 
then judges the direction characteristic to merge or not. To accomplish this task, in each  kV ′ , the 
scheme must be obtained two operators such as linear equation and perpendicular linear equation 
of  kV ′ . There are respectively y mx b= +  and  y mx b= − + , where m  and b  are the slope constant 

          
                     (a)                                (b)                               (c)                                (d) 

 

Fig. 4.5: Direction agent of each split region where (a) q =2, (b) q =4, (c) q =6, and (d) q =8. 
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and the y-intercept. Let aV ′  and bV ′  be the kV ′  of connected region a  and b . The cutting point 
will be calculated from aV ′  and bV ′  linear equation as demonstrated in Fig. 4.6. In case of 
terminus point of aV ′  and bV ′ , they are obtained from the summary of kP′  and kV ′ . 
 
Here, the calculation already provides cutting point and terminus points. These positions will be 
applied to decide the direction characteristic. By approving these points that they are in the same 
area of both perpendicular line, it can judge their characteristic to convergent. Otherwise, the 

        
                                                 (a)                                                (b) 

      
                                      (c)                                               (d) 
Fig. 4.6: Direction characteristics of two kV ′  where (a) and (c) are the convergent characteristic, 

(b) and (d) are divergent characteristic. 
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characteristic will be divergent. To implement this rule, the existed points will be placed to both 
perpendicular linear equations by the following: [34] 
 

( )
( )
( )
( )

1 1 1

2 2 2

3 1 1

4 3 3

sign ,

sign ,

sign ,

sign ,

a a

a a

b b

b b

s b y m x
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s b y m x

s b y m x
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= − −
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= − −

                                                                                                          (4.4) 

 
where ( )1 1,x y , ( )2 2,x y , and ( )3 3,x y  are positions of cutting point, terminus point of bV ′ , and 
terminus point of aV ′  respectively. The am  and ab  are the slope constant and the y-intercept 
of  aV ′ , which are also in bm  and bb  of bV ′ . The results from 1s to 4s will be applied to following 
algorithm: 
 
Direction-based splitting and merging: 
Calculate split region 
Find kV ′  and kP′  
Loop all connected region 
 Calculate cutting point, terminus points 
 Find 1s , 2s , 3s , and 4s  
 If 1s = 2s  and 3s = 4s  
  Merge these split regions 
 End 
End loop 

 
Fig. 4.7: Completely overlapping nuclei segmentation. 
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Fig. 4.7 shows the complete merging region which represents the segmented overlapping nuclei. 
The process just re-labels the pixel number after judging to merge together.  
 

4.5 Materials and Methods  
 
From prepared direction field by direction generator in Chapter 3, the experiment will be set the 
parameter for the split region number and area determination as the workflow in Fig. 4.8. For the 

 
No. Split region 

number 
Correct Over Under 

1 2 190 112 8 
2 4 196 25 15 
3 6 199 8 12 
4 8 201 9 12 
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Fig. 4.9: Segmentation results from varying split region number. 

 
 

Fig. 4.8: Workflow of the proposed scheme.  
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first, varying the split region number is performed to present the performance response to the 
merging process. The 2, 4, 6, 8 are the varied of q . The objects which are smaller than 50 are 
released. The best one to the expert in correct-over-and-under segmentation results will be 
selected to all experimented images.  
 
Fig. 4.9 shows segmentation results from the varying split region number. Summary table and 
graph distinctly indicates that eight split region is best. It gives the highest correct segmentation 
and low on both over-and-under segmentations. Therefore, this value will be thoroughly used to 
entire experimented images.  
 

4.6 Results  
 
The twenty nine images provided to the proposed approach are evaluated the performance using 
comparison to the expert. The correct-over-and-under segmentation yields the algorithm 
performance as shown in Table. 4.1 and the segmentation results in Fig. 4.10. Let all items in 

 
 

Fig. 4.10: Segmentation results (red line) with expert markers (black dot). 
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summary be formed in percent. The performance measurements are 92.08 %, 3.12 %, and 6.49 % 
for correct, over, and under segmentation respectively. Over 90 % of correct segmentation is 
achieved from the proposed approach. Less than 10 % of undersigned performance from over-
and-under segmentation is also succeeded. These are preliminary results and discussions. 
However, the performance validation will be deeply argued in Chapter 7 in which the comparison 
to other direction-based techniques and tradition overlapping nuclei algorithm is provided.   
 

4.7 Discussion  
 
In this chapter, ( )D  is performed on the obvious direction characteristic based on group and re-
group direction strategy. It is called direction-based splitting and merging technique (DSMT) 
which is respectively explained from basic concept to numerical implementation on the existed 
direction field. The parameter setting is only required on q  which controls the split region 
number. The varied q  yields the selected q  to eight with best segmentation accuracy. The 
provided q  is applied to the experiment on the actual nuclei image. The segmentation results 
shown in Table 4.1 are reported through the correct, over, and under segmentation in 
quantification value. However, for performance validation in deeply, these results will be 
compared with other direction-based techniques in Chapter 7. 
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TABLE 4.1: Quantification accuracy. 
 

No. Image name Expert Correct Over Under 

1 T51-1549A1 215 201 9 12 
2 T51-1549A2 243 228 9 11 
3 T51-1549A3 269 243 1 21 
4 T51-1549A4 250 226 2 22 
5 T51-1549A5 192 177 11 14 
6 T51-1549A9 265 251 5 13 
7 T51-1549A12 229 219 2 7 
8 T51-1549A17 230 219 3 9 
9 T51-1549A21 207 186 5 19 
10 T51-1549A23 294 268 7 22 
11 T51-1549A36 204 194 4 7 
12 T51-1549A37 242 221 8 15 
13 T51-1549A39 205 185 6 17 
14 T51-1549A40 233 218 6 14 
15 T51-1549A41 167 140 7 23 
16 T51-1549A42 210 191 9 14 
17 T51-1549A44 268 252 3 13 
18 T51-1549A53 283 237 9 35 
19 T51-1549A54 259 238 7 15 
20 T51-1549A59 176 162 17 10 
21 T51-1549A60 225 210 10 12 
22 T51-1549A73 168 151 3 14 
23 T51-1549A78 201 185 6 14 
24 T51-1549A92 173 162 10 9 
25 T51-1549A97 140 126 4 12 
26 T51-1549A-78 241 232 2 7 
27 T51-1549A-134 252 239 12 12 
28 T51-1549A-135 227 212 9 11 
29 T51-1549A-149 107 97 13 10 

Sum 6375 5870 199 414 
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Chapter 5 
Direction-based Classification Technique 
 
5.1 Introduction 
 
Outcome of direction-based application is not only in splitting and merging technique as the 
previous chapter. In general, the newer strategy is usually discovered by the improvement or 
solution of the older technique. Also in this chapter, the new one is proposed by the observation 
of the direction characteristics in alternated idea to approach the object on nuclei segmentation. In 
Fig. 5.1(a), the direction field illustrated visually the convergent behavior on the individual 
nucleus area while the divergent behavior locates at the boundary of overlapping nuclei area. The 
segmented line can be accomplished by classifying a pixel to boundary area or overlapping 
nuclei. Then, segmented line will be extracted from the divergent area using morphology 
operator. As shown in Fig 5.1(b), the example shows the divergent area (blue) which is applied 
the morphology operator to build single pixel of segmented line. 

 

 

               
                                                    (a)                                                                       (b) 

 
Fig. 5.1: (a) The principle of divergent-and-convergent direction characteristics. (b) The 

extraction of segmented line from divergent area. 
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From the mentioned principle of this concept, the process can be mainly derived in two steps. 
There are pixel classification and boundary extraction. The pixel classification is performed the 
decision of a pixel into the convergent-and-divergent direction characteristics. The obtained 
results are two classes that can be transformed to binary form. Subsequently, the boundary 
extraction process containing the basic morphology operators will make the single pixel 
construction on the divergent area [35]. 
 
The remainder of this chapter is as follows. In Section 5.2, the two main steps are described 
simultaneously on their theory and the application direction field of overlapping nuclei. Then, the 
implementation on actual overlapping nuclei is presented in Section 5.3 as materials and methods. 
The parameter setting, workflow, and reinforce process are also contained in this section. The 
results from segmentation evaluation are in Section 5.4 in which discussions of the results are 
included finally. 
 

5.2 Theory 
 
Figure 5.1 shows the directions of two overlapping objects. One can see that the directions can be 
divided into two groups: convergent and divergent characteristics. While the direction in the 
object region is convergent, the direction in the boundary region is divergent. Based on this 
observation, we propose a direction-based classification technique (DBCT) which is the method 
aiming to divide a direction into two groups based on its direction characteristics. Subsequently, 
the classification results can be employed on separating overlapping objects by boundary 
extraction method. Therefore, this section will be expressed principle, numerical DBCT, and 
boundary extraction which are represented based on V in Fig. 5.1. 
 
Principle: The objective in extraction of direction behavior is based on utilization of neighbor 
directions in a ( , )i jV .  As the example in Fig. 5.2(a)-(b), a ( , )i jV  cannot perform this task 
alone. It requires four neighbor directions to indicate the direction behaviors. Therefore, this 
computation will use them through angle summation into θ + and θ −  as shown in Fig. 5.2(b)-(c). 
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The θ +  is on the right side and θ − is on the left side of reference line, which is indicated by the 
dash line. Let ω  be the angle difference. The measurement of direction behavior can be  
 

.ω θ θ+ −= −                                                                                                                                  (5.1) 
 
To show its performance, let assuming the neighbor angles of ( , )i jV  be 60, 60, 45, and 45 degree 
for north, west, south and east position to the ( , )i jV . The θ +  will be 120 degree and the θ −  will 
be 90. Therefore, the ω  equals to 30. In other case, the assumed neighbor angles are 30, 30, 80, 
and 80. The results are 60 and 160 degree of θ +  and θ −  respectively. The ω  of this case will 
become to -100 degree. The 30 and -100 degrees can be used to classify a ( , )i jV  to divergent-or-
convergent behaviors using threshold method.  
 

                      
                                           (a)                                                   (b) 

 

              
                                           (c)                                                        (d) 

Fig. 5.2: (a)-(b) are the appearances of convergent-and-divergent characteristics indicating by 
neighbor directions. (c)-(d) show the grouping of neighbor angles. 
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Numerical DBCT: To illustrate the DBCT in numerical calculation, we employ the direction 
field through the gradient to prepare θ +  and θ − . First, we estimate θ  which uses the reference 
line v  by 
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where ( ),i jθ  is angle value at ( ),P i j , ( ),Q i j  is quadrant number addressed a direction, and the 
magnitude of ( ),i jV  represented by ( ).G i j  and ( ),H i j .  

 

 

       
                  (a)                        (b)                      (c)                       (d) 
 

       
                   (e)                       (f)                       (g)                       (h) 

Fig. 5.3: The possible cases of sign operators are identified by ( ),i jV  or central direction, 
where areas A are the positive side; areas B are the negative side.  
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Consequently, the angle from neighborhood pixels at the north, east, south, and west in vector 
form can be given by 
 
( ) [ ], ,    .North East South Westi j v θ θ θ θ=p                                                                                                (5.3) 

 
Then, the reference line as example shown in Fig. 5.2(c)-(d) will group those neighbor θ  into two 
groups. There are θ + and θ −  where θ +  is on the right side and θ − is on the left side of reference 
line as the possible cases in Fig. 5.3. Thus, the grouped θ  can be achieved by sign identification 
as 
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                                                             (5.4) 

 
Based on p and s , the ω  can be expressed as 
 
( ) ( ) ( ), , , , , .i j v i j v i jω = ×p s                                                                                                         (5.5) 

 
Finally, the threshold method will be applied to classify the ( ), ,i j vω  to binary image, which is 
given by 
 

( ) ( )0, , ,
, , ,

1, Otherwise
i j v TH

B i j v
ω⎧ <⎪= ⎨

⎪⎩
                                                                                                  (5.6) 

 
where TH  is threshold value. In some cases, for example, if θ + and θ − consist of the neighbor θ  
from positive x-axis in the first or the fourth quadrant, the ω  value is not in the range of 
π ω π− < < + . This is the wrong angle difference causing the error in binary image from threshold 
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method. To solve this problem, the twice calculated ω  on v = +x and v = -x can be used for 
compensation. Let consider the B obtained from v = +x and v = -x as illustrated in Fig. 5.4(a)-(b). 
The errors show difference in location, which can be healed by  
 

( ) ( ), ,  or , , .B B i j v x B i j v x= = + = −                                                                                             (5.7) 
 
Fig. 5.4(c) shows the corrected B  which remains the area of boundary of overlapping nuclei. To 
complete the single pixel boundary, this task will be forwarded to the next step called boundary 
extraction. 
 
Boundary Extraction: To extract single pixel boundary, this step provides the combination of 
morphology operators that are performed respectively as following. 
 

Erosion operator: Fig. 5.4(c) shows the obtained binary image comprising the local 
minima (white line in black area). It is eliminated using morphological erosion operator 
with a 3 3× square structuring element as shown in Fig. 5.5(a). 

 
Hole filling: Also, the local maxima (black dot in white area) is another characteristic 
obtained from the DBCT as shown in Fig. 5.5(a). The solution employs the hole filling 
algorithm to eliminate the hole as shown in Fig. 5.5(b). 

               
                                   (a)                           (b)                            (c)                      

Fig. 5.4: (a)-(b) The errors occurring from crossing quadrant. (c) Corrected B . 
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Fragment elimination: In this stage, the small-size objects, considered as noises, are 
removed as shown in Fig. 5.5(c). 
 
Thinning: From the boundary requirement, the single pixel boundary must be extracted to 
show the real boundary. This is conducted by the thinning operator, which operates under 
the binary environment as shown in Fig. 5.5(d). 
 
De-branch: In this stage, the provided binary image has the single pixel boundaries as 
shown in Fig. 5.5(d). In some cases, the obtained boundaries have branches caused from 
the thinning operator. To eliminate them, this scheme proposes an uncomplicated method 

           
                           (a)                          (b)                        (c) 

 

           
                           (d)                        (e)                           (f) 

Fig. 5.5: (a) Obtained result from erosion operator. (b) The filled hole result. (c) Fragmental 
elimination. (d) Single pixel boundary from thinning process. (e) The single pixel boundary 

superimposed on binary image. (f) Branch pixels are released using de-branch operator. 
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to solve this problem. It is called the de-branch operator. Let B  be the obtained binary 
image, and W be 3 3×  square matrix superimposed on the labeled B , with the center of 
W  located at any position of W , the decision function used to determine the existing 
branch is: 
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i j
i j

W m
B = =

⎧ − =⎪
⎪= ⎨
⎪
⎪⎩

∑∑
                                                                                         (5.8) 

 
where m  is the average of W  excluding , 0i jW = . The result gives B  which is replaced 
with zero when that pixel is the branch component. From the example, the complete 
boundary excluding branches in the final step is illustrated in Fig. 5.5(f). 

 

5.3 Materials and Methods 
 
The algorithm for overlapping object segmentation based on the DBCT consists of three steps: 
direction preprocessing, direction-based classification technique (DBCT), and boundary 
extraction. The additional step, direction preprocessing, applies filter to smooth V in magnitude, 
and complete the reference direction. The threshold value is set to zero in DBCT process. The 
provided V  from the calculation in Chapter 2 are provided to the proposed process in Fig. 5.5. 
Finally, the quantification evaluation is illustrated, where the gold standard by expert is compared 
to.  
 

5.4 Results  
 
The experimented images are provided to the proposed algorithm by prepared  V . The obtained 
results are evaluated in correct, over, and under segmentation compared with marker from expert 
as the example in Fig. 5.6. They are represented as the summarized results in Table 5.1. There are 
96.83 %, 8.14 %, and 1.69 % for correct, over, and under segmentation in percent. For error 
segmentation, over and under, they show the error lower than 10 % similar to the previous 
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technique in Chapter 4. In addition, the correct segmentation shows the accuracy performance 
that can achieve over 90 %.  
 

5.5 Discussion 
 
The direction-based classification technique (DBCT) is a pixel-based calculation utilizing 
direction characteristics. It is simple when this technique depends on such fundamental 
computation. The angle difference received from determination of direction characteristics yields 
the classifying-able value using defined threshold. Where the individual nucleus is formed to one 
of direction characteristics, the obtained result from this classification will locate the existed 
individual nucleus in binary image. Finally, the boundary extraction is performed to achieve 
single pixel boundary and complete individual nucleus area. The experiment on actual nuclei 
images which are provided the direction field gives the segmented results on correct-over-and-
under segmentation in quantification value. However, this results and discussions only describe 
its performance in general. It needs to compare with other techniques, and validated by other 

 
 

Fig. 5.6: Segmentation results (red line) with expert markers (black dot). 
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factors. This will be provided in Chapter 7. For direction-based segmentation in this dissertation, 
next chapter will propose a alternated technique which the existing direction will be acted as the 
moving pixel.  
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TABLE 5.1: Quantification accuracy. 
 

No. Image name Expert Correct Over Under 

1 T51-1549A1 215 212 19 2 
2 T51-1549A2 243 236 25 3 
3 T51-1549A3 269 260 15 5 
4 T51-1549A4 250 238 16 8 
5 T51-1549A5 192 186 22 1 
6 T51-1549A9 265 262 15 3 
7 T51-1549A12 229 224 11 2 
8 T51-1549A17 230 225 11 2 
9 T51-1549A21 207 194 17 6 
10 T51-1549A23 294 281 22 8 
11 T51-1549A36 204 199 13 3 
12 T51-1549A37 242 234 17 3 
13 T51-1549A39 205 197 15 4 
14 T51-1549A40 233 231 18 1 
15 T51-1549A41 167 162 22 3 
16 T51-1549A42 210 205 16 5 
17 T51-1549A44 268 262 8 2 
18 T51-1549A53 283 256 21 14 
19 T51-1549A54 259 250 17 6 
20 T51-1549A59 176 174 32 1 
21 T51-1549A60 225 220 24 4 
22 T51-1549A73 168 152 13 7 
23 T51-1549A78 201 197 11 1 
24 T51-1549A92 173 166 15 3 
25 T51-1549A97 140 135 11 4 
26 T51-1549A-78 241 238 11 1 
27 T51-1549A-134 252 250 32 1 
28 T51-1549A-135 227 223 20 2 
29 T51-1549A-149 107 104 30 3 

Sum 6375 6173 519 108 



 

46 

Chapter 6 
Direction-based Flow Tracking Technique 
 

6.1 Introduction 
 
According to characteristic of V in smoothing direction ability in Chapter 2, its behavior on all 
directions in the individual nucleus trying to direct to the same area can be utilized on overlapping 
nuclei segmentation. This concept is based on moving pixel. When a pixel is assigned to move 
using the guidance by  V , the result can yield the separation of pixel groups of individual nucleus 
when they finish the movement. These pixel groups will be numbered and then extracted to the 
original pixel position. There are the labeled pixels which are represented the segmented nuclei 
later. 
 
From above concept, the principle can be described basically as theory in Section 6.2. Based on 
the existed scheme, it can support the movement to designed concept with its modification as 
expressed in Section 6.3. The materials and methods in Section 6.4 show the implementation on 
the actual overlapping nuclei image when the obtained results and discussion are illustrated in 
Section 6.5 and 6.6 subsequently. 
 

6.2 Principle 
 
From the previous works, the moving pixel on V  as the mentioned idea can be implemented 
using the simple computation as the “gradient flow tracking” [29]. This scheme moves a pixel by 
 

( ){ }K ,round′ = +p p p                                                                                                                  (6.1) 
 
where ( )K p  yields the direction through the normalized vector V at the position p . In practice, 
the pixel position p is moved to next position by rounding of its direction and then summed to the 
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previous p to update the position to ′p . For example, Fig. 6.1 illustrates the estimation of 
position of p and ′p . It shows the pixel movement using red box, which is taken the next move 
by  ′p .   
 
However, the designed concept requires the finished movement of moving pixel. This can be 
achieved by adding the designed ability to Eq. 6.1. Therefore, the next section named “Direction-

 

                                              
Fig. 6.2: Convergent neighborhood area of directions. 

                                   
 
                 (a)                                    (b)                                      (c)           
Fig. 6.1: Pixel movement using gradient flow tracking in Eq. 6.1, where the iteration process is 

sequentially computed from (a) to (c).   
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based flow tracking (DBFT)” [33] will describe the modified movement process supporting the 
requirement.  

 
 

 
(a) 

 

 
(b) 

 

 
(c) 

 
Fig. 6.3: The moving pixel finishes tracking process on V . 
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6.3 Direction-based Flow Tracking 
 
Fig. 6.2 shows the convergence of neighborhood V at the destination as the red circle.  It means 
that a moving pixel must finish the movement at this area or nearby. By measuring the convergent 
behavior of neighborhood V at a p , Eq. 6.1 will be modified as 
 

( ) ( ) ( ) ( ){ }K K K K / 4 ,N E S Wround′ = + + + +p p p p p p                                                              (6.2) 

 

 

                
                   (a)                       (b)                     (c)                      (d) 

                
                   (e)                       (f)                     (g)                       (h) 

                
                          (i)                       (j)                      (k)                       (l)                     

 
Fig. 6.4: (a)-(l) show the captured scenes of pixel tracking at loopm i = 1, 10, 20, 30, 40, 50, 60, 

70, 80, 90, 100, and 107. 
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where [ ]( ), , ,K N E S Wp represents a direction of neighborhood pixel of p  at North, East, South, and 

West. From this way, the pixel p will be held when it moves to the position that the round of 
average [ ]( ), , ,K N E S Wp  is less than one. Fig. 6.3 demonstrates how a moving pixel finishes its 

tracking on V  in three times. The calculation attached in this example yields ′ =p p that hold this 
pixel to stick on the target area. In some cases, [ ]( ), , ,K N E S Wp cannot hold p to finish movement 

because the over round of average [ ]( ), , , K N E S Wp . Therefore, the loop process number loopm  is 

applied to terminate the repeated movement except the holding function from [ ]( ), , , K N E S Wp . 

Thus, the additional step can be expressed as process as: 
 
DBFT process: 

0loopn =  
Define loopm  
While ( )all ′≠p p ,  loop loopn m<  
 Find ′p  to all pixels in nuclei 
 Update p  

 1loop loopn n= +  
End while 
Label grouping pixel 
Retrieve labeled pixel to original p  
End 
 
Fig. 6.4 shows the moving pixels on the overlapping nuclei where the nuclei are shown in the 
white area. Based on implementation of DBFT process, the pixels flow to the destination in scene 
by scene. It shows that when the number of iteration increases, grouped pixels are attracted to the 
area where the directions are convergent. At last scene in Fig. 6.4(l), it indicates the finished 
movement that the all pixels of an individual nucleus are grouped inside.  
 
Subsequently, the final step of DBFT uses these pixel groups to extract the individual nuclei. By 
labeling and then retrieving the grouped pixels, the labeled pixels in the white dash circles of Fig. 
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6.5(a) are retrieved to the original position. Thus, the final results of the proposed algorithm are 
formed in the labeled image which indicates the individual nucleus by labeling number as the 
example shown in Fig. 6.5(b). 

 

 

           
(a)                           

           
(b) 

Fig. 6.6: Incomplete tracking pixel solution using dilation operator where (a) is the result of 
incomplete tracking pixels and (b) is the results from applying dilation process to eliminate this 

defect. 

          
                                     (a)                                       (b)                              

Fig. 6.5: (a) Pixel groups after tracking process. (b) Separation of nuclei after retrieving pixel 
position. 
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However, in some cases, the incomplete tracking pixels as showed in Fig. 6.6(a)-right causes the 
over-segmentation. Because of unconnected pixels in the final moving step, the retrieving process 
will label those pixels to the individual objects illustrated in Fig. 6.6(a)-left. This defect can be 
simply eliminated using the basic morphology operator. It is dilation operator applying to the 
unconnected pixels. The achievement on this task can be showed in Fig. 6.6(b) where the results 
of dilation process are the left image and its retrieved pixels are the right image. Therefore, in 
final step of the proposed approach, the identification of the dilation structure element must be 
initially defined. 
 

6.4 Materials and Methods 
 
The DBFT implementation on the nuclei segmentation is only required one parameter, loopm . It is 
the loop process number which is identified by 1000loopm = . Fig. 6.7 shows the workflow of 
DBFT implementation on overlapping nuclei segmentation. Simply, the process has alone 
determination by DBFT, where the provided direction field, V , is inputted, and the n+Ω  yields 
the segmented nuclei at a th

loopm .  To validate the performance, the experimented images are set 
from twenty nine nuclei images which are a variety of shapes on both individual and overlapping 
nuclei, and have 3600 * 2880 pixels formed in JPEG color image format. By applying the images 
to direction field generator as Chapter 3, the direction field, V , is provided. Finally, the obtained 

n+Ω  will be compared to the gold standard from the expert. The evaluated values as corrected-
over-and-under segmentation are initial factor to validate the performance when it is compared to 
other approaches. 

 
 

 
 

Fig. 6.7: Workflow of the proposed scheme. 
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6.5 Results  
 
From Section 6.4, the resultants under correct, over, and under segmentation are illustrated in 
Table 6.1 and the segmentation results in Fig. 6.8. By expert quantification, the percents of 
segmentation performance are calculated as 97.29 %, 5.38 %, and 1.90 %. The correct 
segmentation accuracy is over 90 %. The over segmentation accuracy is less than 10 %. The 
under segmentation accuracy is less than 5 %.  
 

6.6 Discussion 
 
The segmentation approach described in this chapter attempts to utilize essential information from 
direction. This is instruction that can be applied in movement of an object. As the provided 
direction information, a pixel will be tracked on the direction field. This operation takes a pixel in 
the individual nuclei to the same area or nearby. With labeling and retrieving the obtained pixel 

 
 

Fig. 6.8: Segmentation results (red line) with expert markers (black dot). 
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group, the segmented nuclei can be completed as shown in the example. To validate its perfor- 
mance, the implementation applied to the actual nuclei images yields the results compared with 
the segmentation marker from the expert. The correct-over-and-under segmentations are derived 
from that validation. For deep analysis, the obtained results will be determined to other 
performance validation techniques. Also, the comparison among direction-based segmentation 
techniques and the traditional segmentation approaches gives more performance validation which 
is presented in Chapter 7.  
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TABLE 6.1: Quantification accuracy. 
 

No. Image name Expert Correct Over Under 

1 T51-1549A1 215 212 13 3 
2 T51-1549A2 243 236 16 4 
3 T51-1549A3 269 261 10 5 
4 T51-1549A4 250 240 10 9 
5 T51-1549A5 192 188 13 3 
6 T51-1549A9 265 262 11 2 
7 T51-1549A12 229 224 4 2 
8 T51-1549A17 230 225 7 3 
9 T51-1549A21 207 196 10 6 
10 T51-1549A23 294 284 15 8 
11 T51-1549A36 204 198 8 2 
12 T51-1549A37 242 237 12 3 
13 T51-1549A39 205 196 13 5 
14 T51-1549A40 233 231 11 2 
15 T51-1549A41 167 162 12 4 
16 T51-1549A42 210 204 13 6 
17 T51-1549A44 268 263 4 2 
18 T51-1549A53 283 260 10 15 
19 T51-1549A54 259 250 11 7 
20 T51-1549A59 176 175 25 1 
21 T51-1549A60 225 219 16 6 
22 T51-1549A73 168 158 4 7 
23 T51-1549A78 201 200 7 1 
24 T51-1549A92 173 168 12 3 
25 T51-1549A97 140 134 9 5 
26 T51-1549A-78 241 239 6 2 
27 T51-1549A-134 252 251 19 1 
28 T51-1549A-135 227 224 11 2 
29 T51-1549A-149 107 105 31 2 

Sum 6375 6202 343 121 
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Chapter 7 
Performance Comparisons 
 

7.1 Introduction 
 
According to nuclei segmentation task, the segmentation accuracy is usually represented as the 
quantification value, correct, over, and under segmentation. In evaluation, the marker marked by 
the expert is set to be the gold standard compared to the results from segmentation approach. 
However, this assessments show the conclusion roughly and indistinctly under the basic 
calculation. This may cause the lack of performance comparison with the traditional techniques. 
To overcome this problem, some previous works [1], [36]-[39] propose deep analysis for 
measuring of performance comparisons. From the fact that the segmentation approach performs 
as the classifier in detecting the individual nucleus, the derived correct, over, and under values 
can be applied to measure performance comparisons correspondingly as following descriptions in 
this chapter.  
 
The organization of this chapter is as follows. Section 7.2 describes the basic of performance 
measurement for validating the segmentation accuracy. The experiment method in Section 7.3 
explains the procedure to obtain the segmentation value from proposed segmentation algorithms 
in Chapter 4-6 (DSMT, DBCT, and DBFT), tradition watershed (TWS), and marker-controlled 
watershed (MCWS). The performance evaluations as sensitivity (SS), positive predictive value 
(PPV), accuracy (ACC) and 1F -measure are calculated based on the basic segmentation 
evaluations as correct, over, and under segmentation value.  The results are shown in Section 7.4 
where the discussion is also given. 
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7.2 Classifier Performance Measurement 
 
Table 7.1 shows the possible cases of classifier results, where the predicted class is defined to 
classifier results compared to the actual class which is the gold standard from the expert. The 
table details the comparison results between two classifiers to four possible cases. First, when the 
sample is decided to positive by expert (actual class) and also in the classifier (predicted class), 
this same decision is called true positive (TP). If both operators decide a sample to be the 
negative, it is called true negative (TN). If the expert and the classifier make the opposite, false 
positive (FP) and false negative (FN) are applied in these situations. 
 
Based on the descriptions of the basic measurements above, the correct, over, and under 
segmentation are equivalent to TP, FP, and FN, respectively.  However, the performance can be 
measured distinctly to specific validation based on these items as shown in Table 7.2. The 
specific validations give more description of classifier performance and can be explain to some 
characteristic as following. 

 

TABLE 7.1: A confusion matrix from two classifiers. 
 

  Predicted Class 
  Positive (+) Negative (-) 

Po
sit
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 (+
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(TP) 
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(FP) 
True Negative 

(TN) 
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The complete classifier: It describes the classifier that can similarly perform as the expert. The 
errors are zero. It will subsequently yield TP P=  and TN N= . The results calculated later are 
found SS = 1, FP Rate = 0, PPV = 1, 1F -measure = 1, and ACC = 1. 
 
The worst classifier: This case yields TP 0=  and TN 0= . The calculated performance 
measurements are SS = 0, FP Rate = 1, PPV = 0, 1F -measure does not exist, and ACC = 0. 
 
 

TABLE 7.2: The description of classifier performance item. 
 

Performance measurement Solution Description 
True positive rate 
or Hit rate 
or Recall 
or Sensitivity or TP rate 

TP
P

 
The ratio of the corrected-
segmentation by classifier  to  
positive marker by expert 

False positive rate 
or False alarm rate 
or FP rate 

FP
N

 
The ratio of the over - 
segmentation by classifier  to  
negative marker by expert 

False negative rate 
or FN rate 

FN
P

 
The ratio of the under - 
segmentation by classifier  to  
positive marker by expert 

Precision  
or Positive predictive value  ( )

TP
TP+FP

 
The probability that the 
classifier  yields really 
positive 

1F -measure 1 12/ +
TP rate Precision

⎛ ⎞
⎜ ⎟
⎝ ⎠

 
The combination of TP rate 
and Precision 

Accuracy 
or Predictive accuracy  

TP+TN
TP+TN+FP+FN

 
The probability that the 
classifier  yields correctly 
segmentation 
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The ultra-liberal classifier: This characteristic emerges when the classifier only yields the 
positive class. This gives SS 1=  and FP Rate = 1 in the same time. The subsequent results from 
this characteristic are PPV = ( )P P N+ , 1F -measure = ( )2 2P P N× × + , and ACC = ( )P P N+ . 
 
The ultra-conservative classifier: In case of the classifier that only the negative class is deter -
mined, this characteristic will result both FP 0=  and TP 0= . Moreover, other measurements are 
SS = 0,   FP rate = 0, PPV and 1F -measure do not exist, and ACC = ( )N P N+ . 
 
Other interesting characteristic is the calculated measurement values that have their variation 
based on samples. It is obviously concluded as following example shown in Table 7.3 where the 
case 1 is the initial value from the confusion matrix. Case 2 increases ten times of TP and FN and, 
also, case 3 for TN and FP. The variation of measurement values of these three cases are 
demonstrated with the true and false positive rates, the true and false negative rates, and the 
accuracy. Results show that the TP and FP rates and the TN and FN rates do not change in second 

TABLE 7.3: A confusion matrix from two classifiers. 
 

Confusion matrix values 
Case 1 Case 2 Case 3 

TP = 8,000 
FN = 2,000 
TN = 7,000 
FP = 3,000 

TP = 80,000 
FN = 20,000 
TN = 7,000 
FP = 3,000 

TP = 8,000 
FN = 2,000 

TN = 70,000 
FP = 30,000 

Measurements 
TP rate = 0.8 
FN rate = 0.2 
TN rate = 0.7 
FP rate = 0.3 
Acc = 0.75 

TP rate = 0.8 
FP rate = 0.2 
TN rate = 0.7 
FN rate = 0.3 
Acc = 0.7909 

TP rate = 0.8 
FP rate = 0.2 
TN rate = 0.7 
FN rate = 0.3 
Acc = 0.7091 
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and third cases. In other words, the rates on TP, FP, TN and FN are independent from the number 
of samples. This is different from the accuracy when it varies from 0.7091 to 0.75.  

 
7.3 Experiments 
 
Materials: To validate the performance of the proposed algorithms, this experiment applied the 
DSMT, DBCT, and DBFT to the nuclei images and evaluated the quantification accuracy 
compared to the TWS and MCWS. Their appearances obviously present a variety of shapes on 
both individual and overlapping nuclei. The twenty nine images applied to this task have size 
3600 x 2880 pixels formed in JPEG color image format. 
 
Methods: The experimental methodology is set as the workflow shown in Fig. 7.1. The 
background elimination in the initial step is assigned to prepare the binary image to extract the 
nuclei area. This step uses the Otsu thresholding [40] which is performed on the intensity image 
from color space transformation. The tiny pieces in the obtained binary image are removed. Then, 
the resulting objects are performed with a fill hole operation to complete nuclei area. To avoid the 
segmentation error from the background elimination, the binary images provided to segmentation 

 
 

Fig. 7.1: Experimental work flow. 
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algorithms will not consider the binary nuclei which are not marked by the expert. This terminates 
the error of the incorrect foreground from the background elimination step. 
 
For assessment, we choose the TWS [41] for comparing with our algorithm. Even its over-
segmentation problem mainly reduces the segmentation accuracy; it is usually implemented due 
to its simple adaptation. By preparing the catchment basin accurately, the over-segmentation can 
be reduced. In this experiment, the Euclidean distance transformation is initially performed to 
build the catchment basin. Certainly, the local minima from the irregular shape of nuclei are the 
source of over-segmentation. To alleviate this problem, the intensity image filter is assigned to 
wipe out local minima before its operation. Moreover, the MCWS [42] is another selection to be 
compared to our approach from its advantage in over-segmentation controlling. Its marker 
identification is performed based on the cooperation of morphology operators. It yields the 
markers, which are adopted to build the catchment basins for watershed process. 
  
The final step of this experiment is the quantification evaluation. This assessment yields the 
correct, over, and under segmentation resulting from the comparisons with the markers from an 
expert. In addition to the general assessment, we validate the performance of DSMT, DBCT, 
DBFT, TWS, and MCWS using sensitivity (SS) [1], [36]-[39] positive predictive value (PPV) [1], 
[36]-[39], accuracy (ACC) [43], and 1F -measure [1]. These values are used to describe the 
performance outcome in detection system. The SS indicates the possibility that the system can 
correctly detect nuclei compared with the gold standard. The SS calculation is given by 
 

( )SS = TP/ TP+ FN                                                                                                                       (7.1) 
 
where TP  is number of correct segmentation by the algorithm, and FN  is the number of nuclei, 
which are not marked by an algorithm but marked by the gold standard. On the other hand, the 
PPV is the probability that the detection of a nucleus is actually associated with a nucleus marked 
by the expert, which is given by 
 

( )PPV = TP/ TP+ FP                                                                                                                     (7.2) 
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where FP  is the number of nuclei which are not marked by the gold standard but are detected in 
the segmented nuclei from the algorithm. Furthermore, the combination of SS and PPV yields the 
summarized performance evaluation where the accuracy and 1F -measure are determined in the 
following forms: 
 

TP+TNACC=
TP+TN+FP+FN

                                                                                                               (7.3) 

 
and 
 

1
1 12 + .

PPV SS
F ⎛ ⎞= ⎜ ⎟

⎝ ⎠
                                                                                                                    (7.4) 

 
Note that the TN is set to zero when ACC is determined. 

 
7.4 Results and Discussion 
 
In this section, we firstly describe the characteristics of derived direction field resulting from the 
direction generator. The description on smoothing-and-contrasting direction abilities is observed 
from the direction fields compared with the gradient direction of smoothed distance image. 
Moreover, the segmented nuclei are extracted from these direction fields using DBFT. Secondly, 
the segmentation accuracy is presented to validate the performance of the direction-based 
approaches (DSMT, DBCT, and DBFT) compared to other techniques, i.e., the TWS and MCWS. 
 
Direction Characteristics: According to the direction requirement, the smoothing-and-
contrasting direction abilities are the keys that determine the segmentation boundary. In direction 
environment, both abilities are obviously observed by direction field shown in Fig. 7.2. The 
direction field from the direction generator in Fig. 7.2(a) is compared to that from the gradient 
direction of smoothed distance image in Fig. 7.2(b) on both abilities. The decision area for the 
segmentation of overlapping objects is located in the rectangular box. In addition, it is zoomed 
out and shown in the right image. 
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For smoothing direction ability, the direction field of the direction generator seems to be more 
confusing than the gradient direction of smoothed distance image. Nevertheless, it can be still 
tracked by a pixel to the area representing the individual nucleus as shown in Fig. 7.2(c). This 
means that the direction smoothness from the direction-based approaches can maintain the 
tracking ability that guides all pixels in an individual nucleus to the same area or nearby. This 
occurring behavior illustrates the characteristics of direction field corresponding to the definition 
of proposed concept sufficiently. On the other hand, the direction field from the gradient direction 
of smoothed distance image cannot achieve the correct tracking as illustrated in Fig. 7.2(d). 
 
In case of contrasting direction ability, it is important for tracking process since the segmentation 
decision is initially formed by this factor. From Fig. 7.2(a), our approach responds to this 

    
                                  (a)                                                        (b) 

 

               
              (c)                (d)                          (e)                                  (f) 

 
Fig. 7.2: Comparisons of direction field characteristics from the direction-based approaches 

(DSMT, DBCT, and DBFT) with those of the gradient direction of smoothed distance image.  
(a) Direction field from the direction generator. (b) Direction field from gradient direction of 
smoothed distance image. (c) Pixel groups using direction field in (a) from DBFT approach.   

(d) Pixel groups using direction field in (b) from DBFT approach. (e) Segmentation boundary 
from DBFT approach of (a). (f) Segmentation boundary from DBFT approach of (b). 
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requirement very well as can be seen by distinct divergent directions. Its contrast directions are 
throughout on the segmentation decision continuously. This ensures that the initial tracking 
process can extract the segmentation line. Fig. 7.2(e) shows the boundary pixels after completing 
segmentation on the direction field. The segmentation boundary throughout appears at the 
contrasting direction. Fig. 7.2(f) shows the segmentation boundary resulting from the direction 
field of the gradient direction of smoothed distance image. Although it looks similar to the result 
from direction generator, some are yield local-convergent-and-divergent direction field as shown 
in the black dash circle of Fig. 7.2(f). This may cause wrong tracking pixels.  
 
Quantitative evaluation: Table 7.4 shows the comparison of quantification accuracy among the 
experimented segmentation algorithms. Twenty nine images consisting of 6,375 nuclei were 
tested. The nuclei number of TP, FP, and FN are shown and summarized to the total number and 
the percent in each column. The ideal numbers for TP, FP, and FN percents are 100, 0, and 0, 
respectively. The percent of correct segmentation from the DSMT, DBCT, DBFT, TWS, and 
MCWS are 92.08, 96.83, 97.29, 98.89, and 95.97, respectively. The TWS give the highest percent 
of TP at an expense of significant loss in FP number. In other words, the percent of FP given by 
the TWS is 20.09, which is worse than the others. The result from the MCWS, which is the 
watershed improvement for over segmentation problem, is 9.52%. However, the DSMT provides 
the best FP percent at 3.12. The TWS gives the best FN percent at 0.97 due to it’s over 
segmentation characteristics. The FN percent from the DBFT is 1.90, which is better than that 
from the MCWS at 3.34%. 
 
 



 

 

65 

TABLE 7.4: Comparison of segmentation accuracy. 
 

Image DSMT DBCT DBFT TWS MCWS 

No. TP FP FN TP FP FN TP FP FN TP FP FN TP FP FN 

1 201 9 12 212 19 2 212 13 3 214 57 1 206 24 7 
2 228 9 11 236 25 3 236 16 4 240 55 3 236 23 6 
3 243 1 21 260 15 5 261 10 5 268 38 1 261 24 7 
4 226 2 22 238 16 8 240 10 9 243 67 6 232 17 17 
5 177 11 14 186 22 1 188 13 3 190 39 0 183 15 7 
6 251 5 13 262 15 3 262 11 2 263 32 2 258 12 6 
7 219 2 7 224 11 2 224 4 2 228 17 1 224 9 2 
8 219 3 9 225 11 2 225 7 3 228 33 2 225 12 4 
9 186 5 19 194 17 6 196 10 6 202 47 4 198 19 8 
10 268 7 22 281 22 8 284 15 8 288 50 5 280 22 13 
11 194 4 7 199 13 3 198 8 2 203 35 1 200 21 3 
12 221 8 15 234 17 3 237 12 3 240 33 2 235 20 6 
13 185 6 17 197 15 4 196 13 5 201 34 2 191 21 13 
14 218 6 14 231 18 1 231 11 2 232 44 1 229 20 4 
15 140 7 23 162 22 3 162 12 4 165 43 2 149 17 17 
16 191 9 14 205 16 5 204 13 6 207 45 3 196 25 11 
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TABLE 7.4: Comparison of segmentation accuracy (Cont.). 
 

Image DSMT DBCT DBFT TWS MCWS 

No. TP FP FN TP FP FN TP FP FN TP FP FN TP FP FN 

17 252 3 13 262 8 2 263 4 2 264 55 3 258 31 9 

18 237 9 35 256 21 14 260 10 15 280 64 3 267 27 12 

19 238 7 15 250 17 6 250 11 7 258 50 1 246 26 8 
20 162 17 10 174 32 1 175 25 1 174 59 1 170 26 6 
21 210 10 12 220 24 4 219 16 6 221 67 4 213 31 11 
22 151 3 14 152 13 7 158 4 7 162 20 6 154 12 9 
23 185 6 14 197 11 1 200 7 1 201 32 0 196 20 2 
24 162 10 9 166 15 3 168 12 3 173 21 0 166 17 5 
25 126 4 12 135 11 4 134 9 5 137 17 3 135 16 4 
26 232 2 7 238 11 1 239 6 2 239 38 2 240 9 1 
27 239 12 12 250 32 1 251 19 1 251 53 1 248 24 4 
28 212 9 11 223 20 2 224 11 2 226 66 1 223 26 3 
29 97 13 10 104 30 3 105 31 2 106 70 1 99 41 8 

Sum 5870 199 414 6173 519 108 6202 343 121 6304 1281 62 6118 607 213 

Percent 92.08 3.12 6.49 96.83 8.14 1.69 97.29 5.38 1.90 98.89 20.09 0.97 95.97 9.52 3.34 
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Table 7.5 shows more quantitative comparisons on SS, PPV, ACC, and 1F  values resulting from 
all algorithms. The DBFT has high detection performances on both SS and PPV values at 0.981 
and 0.948, respectively. These values are better than those from the MCWS, which are 0.966 and 
0.910, respectively. These values are better than those from the TWS and MCWS, which are over 
0.960 and 0.830, respectively. For the TWS, it gives very good SS value at 0.990 with the 
tradeoff in low PPV value at 0.831. By combination of SS and PPV, the ACC of DBFT is highest 
at 0.930 while the ACC of DSMT, DBCT, TWS and MCWS are 0.905, 0.908, 0.824, and 0.882 
respectively. Similarly, the 1F  value of DBFT is also highest at 0.964 compared to those from the 
DSMT, DBCT, TWS and MCWS at 0.950, 0.952, 0.904 and 0.937, respectively. 
 
Table 7.6 shows the segmentation characteristics of all algorithms using the labeled objects 
compared to the square dots, which are marked by the expert. Image set No. 1 shows the 
incomplete segmentation from the MCWS. This under segmentation is the effect of over 
segmentation controlling under failed marker identification. Image set No. 2 illustrates the over 
segmentation of the TWS, which is generally caused by the imperfect catchment basin generation. 
In addition, the segmentation results of irregular shape nuclei in the image set No. 3 represent the 
disturbance to both the TWS and MCWS. 
 
For the direction-based approaches (DSMT, DBCT, and DBFT) on overlapping nuclei segmenta- 
tion, the proposed approach requires the direction characteristics that are the smoothing direction 
ability on individual nucleus area and the contrasting direction ability on overlapping nuclei area. 

TABLE 7.5: Comparison of segmentation accuracy with respect to SS (sensitivity), PPV 
(positive predictive value), ACC (accuracy), and 1F  ( 1F -measure).  

 

 DSMT DBCT DBFT TWS MCWS 

SS 0.934 0.983 0.981 0.990 0.966 
PPV 0.967 0.922 0.948 0.831 0.910 
ACC 0.905 0.908 0.930 0.824 0.882 

1F  0.950 0.952 0.964 0.904 0.937 
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The quantitative results show that the percent of correct, over, and under segmentation from the 
direction-based approaches are better than those from the MCWS. Based on ACC and 1F  values, 
the DBFT can be considered as the best among five methods because it provides the highest 
numbers. Moreover, the DBFT is more robust when applied to the irregular shape nuclei.  

TABLE 7.6: Comparison of segmented overlapping nuclei. 
 

No. Direction-based approach TWS MCWS 

1 
   

2 

 

 
 

  

3 
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Chapter 8 
Conclusions and Future Work 
 

8.1 Conclusions 
 
This thesis has proposed the technique based on direction of image data applying to overlapping 
nuclei segmentation. The advantages of direction are determined thorough in almost aspect. 
Relation, difference, and path as shown in Fig. 8.1 are keywords of direction utilization in this 
research.  Reasonably, these concepts can perform the connection between direction information 
and segmentation task as the following definitions: 
 
Relation: if the considered directions of any pixels of overlapping nuclei image can be 
decomposed to a direction group based on any characteristics, these pixels can be possibly 
merged into the individual nucleus. 
 
Difference: if any pixels of overlapping nuclei image have the angle differences over the 
thresholding value, the segmented boundaries can be extracted from them. 

 

 

 
 

Figure 8.1: Basic concepts of direction-based application to overlapping nuclei segmentation. 
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Path: if any considered directions of overlapping nuclei segmentation guide any pixels to same 
area or nearby, these directions can be extracted to the individual nucleus. 
 
Fig. 8.1 shows explicitly how the proposed concepts perform on direction information. However, 
the original image does not prepare the direction information. Hence, similarly to general data 
signal processing, the pre-processing scheme is set to generate the direction information from 
overlapping nuclei image.  The characteristics of direction are required especially to the perfect 
direction field in order to handle segmentation accuracy.  Thus, this work firstly introduces the 
pre-processing step, as follows. 
 
Direction generator: Two goals of this scheme are how to generate the direction field and how 
to hold the desirable properties of direction field as much as possible. Before performing to 
achieve these tasks, the direction generator requires the image pre-processing to prepare binary 
image yielding nuclei shape. The tradition image processing techniques consisting of color space 
transformation, binarizations, and morphology operator, are selected due to their effective 
performance, flexibility, and cost. Then, direction generator will construct the direction field 
using the gradient calculation from distance transformation. For the second goal, the direction 
smoothing ability and contrasting direction ability are desirable and significant properties. Hence, 
in process, the direction generator adapts the distance transformation in global to the distance 
transformation in local. Using iterative process that shrinks the binary image and then calculates 
the distance image, the local direction field can be generated and carried out both significant 
direction abilities from all of this process.  The direction field from this process can be 
subsequently used in segmentation approaches that employ the basic concepts, relation, 
difference, and path, to succeed overlapping nuclei segmentation. Three segmentation approaches 
based on the generated direction field are proposed in this thesis. Their details are as follows.      
 
Direction-based splitting and merging technique (DSMT): This technique interprets the 
relation to the direction in the individual nuclei attempting to direct to the same area or nearby in 
the individual nuclei area. There are two step of this technique as splitting and merging steps. The 
splitting step separates whole pixels in direction field into tiny pieces using angle range. The 
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relation among these tiny pieces is calculated. The merging condition can be found using the 
algorithm based on angle measurement. After merging process, the individual nucleus will be 
obtained. In other words, the overlapping nuclei are separated into individual nucleus. 
 
Direction-based classification technique (DBCT): Difference in direction field is explicitly at 
the boundaries between the overlapping nuclei under divergent characteristic. It can be estimated 
using difference angle value of four neighbor directions around a considered direction. The 
obtained value will be classified to prove that it has divergent characteristic or not. If it is true, 
whole pixels having this characteristic will be extracted to the single boundaries. By 
superimposing it on the overlapping nuclei image, the segmented nuclei will be succeeded finally. 
 
Direction-based flow tracking technique (DBFT): Path is basically characteristic in direction 
field. Tracking based on the path can group any pixels in the individual nucleus under direction 
characteristic produced by direction generator. The derived pixel group will be labeled and then 
recovered to the original position before tracking. Hence, finally, the separation of overlapping 
nuclei into the individual nucleus can be achieved. 
 
Segmentation accuracy: The results of this research are derived from the experiment on real 
overlapping nuclei image. The proposed approaches and the tradition segmentation approaches 
(TWS and MCWS) are tested to yield correct, over, and under segmentation value. This 
quantification is not sufficient until the deep validations as SS, PPV, ACC and 1F  are determined. 
The high SS and PPV of direction-based algorithms, over 0.9, indicate the significant 
performance under actual operation. Especially the ACC and 1F , show that DBFT is the best 
among compared approaches.   
 

8.2 Future work 
 
In summary, this work gives more viewpoint of direction application on overlapping nuclei 
segmentation. There are three strategies proposed on segmentation approaches. However, more 
efficiency on this task can be developed in future until two ideals as following are fulfilled.   
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Direction preparing: The direction generator proposed in this work can be added more 
individual nucleus information in addition to nuclei shape. Color, texture, and edge are the 
examples of this. However, problems of this application are how to transform this information to 
direction field and how to arrange the obtained direction to have the designed characteristic. The 
solution may be resulted from N-dimension space calculation similar to the direction generator 
using binary image in direction field estimation.    
 
Segmentation approach: The segmentation approaches in this thesis are based on the general 
computation in a direction.  In each step, the computation only uses some ability of direction that 
is local characteristic of a direction such as relation, difference, and path. Question is that can the 
computation estimate globally to extract group of direction having same characteristic similar to 
the frequency domain done in image filter process. If this is succeeded, accuracy, robustness, and 
cost may be improved.    
 
Direction-based classification technique (DBCT): This approach can be improved to achieve 
better performance by removing correction process of ω . In this case, the ω  determination may 
use trigonometric function to avoid overflow problem of ω  calculation. 
 
Direction-based flow tracking technique (DBFT): The dilation after finished tracking process 
is employed to connect moving pixel groups together. This step may use marker to indicate area 
to connect moving pixel groups before finished tracking process. 
 
Cooperation of DSMT and DBFT: To reduce processing time of DBFT, the tracking process 
can use splitting process of DSMT to move only direction agent of each split direction field. 
Subsequently, DBFT will decide to group split direction field and then extract the individual 
nucleus using DSMT.    
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