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ABSTRACT 

 

Emotions are not usually expressed in the Thai language, because emotional 

stress would interfere with the speaker’s meaning, which makes emotion recognition 

using Thai speech difficult. Humans use audio cues to recognize fear, anger and 

disgust, while happiness and surprise seem to be strong “visual” emotions. Our 

experiments prove this assumption and we present a simple way to combine speech 

and facial features. The proposed Thai emotion recognition system augments the 

speech emotion recognition process with face feature analysis, via an audiovisual Thai 

emotion database. Our speech emotion recognizer is based on calculating mel-

frequency cepstral coefficients, zero crossing rate, and energy from short-time speech 

signals. On the other hand, our face feature analysis, composed of several newly 

proposed approaches, such as the use of a reference point and middle frames in image 

sequences, and fully automatic facial landmark point extraction, reaches very good 

facial expression recognition results and improves the accuracy of the overall system 

and reduces errors. The combination of speech and facial features show that both 

vision and hearing play an important part in expressing and recognizing emotions in 

Thai. 

 

Keywords: Thai speech emotion recognition, facial expression recognition, Thai 

audiovisual emotion database 
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1 

CHAPTER 1 

INTRODUCTION 

 

1.1 Background and Rationale 

In recent years, the field of Human-Computer Interaction (HCI) has drawn 

much attention of researchers all over the world. Technology is so advanced these 

days that the next step is to communicate with machines.  

Humans take emotion expression and recognition for granted, but it is actually 

a complex process that everybody learns from the day they were born. 

Communication through emotions presents a huge part of everyday communication 

between people, and emotions are present in almost any interaction.  In the near 

future, it will be impossible to examine any speech recognition or a speech 

understanding system, or build a facial tracking system without analyzing one of the 

key elements of communication – emotions.  

The field of emotion recognition has shown tremendous potential in many 

areas, such as the commercial use of emotion recognition in voices in call center 

queuing systems (Petrushin, 2000). The use of emotion recognition technology has 

recently been brought under the spotlight in terms of its potential to support 

countering terrorism with technology. Ball (2011) discusses enhancing border security 

with automatic emotion recognition. Another possible use of emotion recognition is as 

an aid to speech understanding (Nicholson et al., 1999). They stress that emotion in 

speech understanding is traditionally treated as “noise”, but that a better approach 

would be to subtract emotions from speech and improve the performance of speech 

understanding systems. A number of further applications have been proposed, which 

might benefit from emotion recognition components (Hone and Bhadal, 2004), such 

as intelligent tutors which change the pace or content of a computer-based tutorial 

based on sensing the level of interest or puzzlement of the user (Lisetti and Schiano, 

2000; Picard, 1997), entertainment applications such as games or interactive movies, 

where the action changes based on the emotional response of the user (Nakatsu et al., 
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1999), help systems which detect frustration or confusion and offer appropriate user 

feedback (Klein et al., 2002), and so on. 

 However, even though there is much work on facial expression recognition, 

speech recognition and understanding, it seems that emotion recognition, both from 

speech and facial expressions, is still an unsolved field (without any universal 

method) of HCI. The lack of a standard, a universally agreed method for emotion 

recognition perhaps lies in the fact that expressing and recognizing emotions comes so 

naturally to us, humans, thus being particularly difficult for us to tell what 

distinguishes one emotion from another. A bimodal system (see Figure 1) for emotion 

recognition in Thai is presented in this work. 

 

 

Figure 1. Architecture of bimodal systems. 

 

It is hard to tell what speech characteristics will be useful for recognizing 

emotions in any language. Language is something that we learn, so it depends on 

many factors, such as the language family, culture, education etc. Thai is particularly 

difficult for emotion recognition, both from speech and facial expressions, because 

Thai people do not stress words as, for instance, Indo-Europeans do. In a way, it is 

due to the Thai culture, which contains a strong censure against public displays of 

negative emotions. Also, Thai is a tonal language, it includes five different tones, and 

so the use of emotion in Thai speech could not only express certain emotional state, 

but also change the meaning of a word/sentence.  

  We address this complex problem by augmenting voice analysis with face 

feature analysis. Our system shows that both vision and hearing play an important part 

in emotion recognition. 
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1.2 Review of Literature 

There are many papers in the field of emotion recognition. This subchapter 

presents papers that are the most relevant to our research. 

 

1.2.1 Emotion speech recognition  

Williams and Stevens (1972) studied the spectrograms of real emotional 

speech and compared them with acted speech. They found similarities which suggest 

the use of acted data. Murray and Arnott (1993) reviewed findings on human vocal 

emotions. They also constructed a synthesis-by-rule system to incorporate emotions in 

synthetic speech. However, to date, most works have concentrated on the analysis of 

human vocal emotions. 

Traditional as well as most recent studies have used prosodic information, 

information related to the rhythmic characteristic of language, such as the pitch, 

duration, and intensity of the utterance, for recognizing emotion in speech. There are 

many research projects, differing mostly in the set of features used. For instance, Vogt 

and André (2009) use pitch, energy, Mel-Frequency Cepstral Coefficients (MFCC), 

the short-term frequency spectrum, and the harmonics-to-noise ratio for classification. 

Zhang and Jay Kuo (2001) and Zhang and Zhou (2003) utilize an energy function, the 

Zero Crossing Rate (ZCR), and the fundamental frequency (F0).  

 

1.2.2 Facial expression recognition 

  Much research has also been done on facial expression recognition. For 

several decades, the field of facial expression recognition has been an important 

research area, especially in HCI. Ekman and Friesen (1971) discussed six emotions: 

happiness, sadness, surprise, anger, fear, and disgust, which became the “basic” 

emotions, used in much related research since. 

In one of their later studies, Ekman and Friesen (1977) defined the Facial 

Action Coding System (FACS) by closely examining facial movements. They 

concluded that every emotion facial expression is a combination of the movements of 

several facial muscles. Each basic facial movement is coded as an Action Unit (AU), 

so that every facial expression can be represented by a group of several AUs. 
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Facial expression recognition research can be divided roughly into three parts: 

1) facial feature extraction, 2) the examination of the changes of those extracted 

features, and 3) the classification of the gathered information. 

Tian et al. (2001) used permanent features, such as optical flow, Gabor 

wavelets, and multi-state models, together with Canny edge detection as transient 

features. Dornaika and Davoine (2008) chose a candidate face model to track features, 

while Lucey et al. (2010) presented their baseline results in facial feature extraction 

by utilizing Active Appearance Models (AAMs). 

Facial landmarks were extracted by Michel (2003) by employing an Eyematic 

FaceTracker application. Expressions were classified by calculating displacement 

vectors for each landmark between the first and peak frames in all expression 

sequences. In his paper, and in the study by Lucey et al. (2010), Support Vector 

Machines (SVMs) were used as classifiers, giving excellent results. 

Cohen et al. (2003) proposed a new multilevel architecture of hidden Markov 

models (HMM) for automatic segmentation and recognition of human facial 

expressions from video sequences. They conducted their research with several 

classifiers, such as naive Bayes (NB), tree-augmented naive Bayes (TAN), HMM, 

multilevel HMM, and stochastic structure search (SSS), reaching a maximum 

accuracy of 83.3% with the TAN classifier and the Cohn-Kanade database. Sebe et al. 

(2007) utilized Bayesian nets, SVM, and decision trees for classification, and reached 

the accuracy of 93.6%. 

There are several facial expression databases, including the MMI Facial 

Expression database (Pantic et al., 2005), the Japanese Female Facial Expression 

(JAFFE) database, the Cohn-Kanade database (also known as the CMU Pittsburgh 

database) (Kanade et al., 2000), and the improved Cohn-Kanade (CK+) database 

(Lucey et al., 2010). 

Many studies, such as Lucey et al. (2010), show excellent results for 

recognizing happiness and surprise, while the other four basic emotions (sadness, 

anger, fear, and disgust) have much lower results. This is probably due to the more 

extreme facial deformation and movements used to express happiness and surprise, 

making them easier to recognize. This recognition gap was stressed by many 



  5 

 

researchers, such as Bettadapura (2009), who call for more work towards recognizing 

all expressions with equal or similar accuracy. 

 

1.2.3 Bimodal systems 

   There is some work similar to our research, using both audio (speech) and 

video (facial expressions) to classify emotions. In the well-known study by Pantic and 

Rothkrantz (2003), all previous work in the field of HCI was surveyed, and a set of 

recommendations put forward for further HCI development. Chen (2000) combined 

speech and face features for Spanish and Sinhala (a language spoken in Sri Lanka), 

with significantly better results when using joint audio-video information.  

  However, current bimodal recognition systems lack a standard audiovisual 

database, which makes it hard to compare different systems. 

 

1.3 Objectives 

There were several goals that we were focused on during our research in the 

field of emotion recognition: 

 

A. Collect audiovisual Thai emotion database - this project is the first of its kind for 

Thai and no emotion audiovisual database for Thai is publicly available, so an 

audiovisual Thai emotion database had to be recorded prior to our experiments. 

 

B. Develop high accuracy Thai speech emotion recognizer - our next research step 

was to discover what speech characteristics are most important for distinguishing Thai 

speech between emotional classes. 

 

C. Develop high accuracy facial expression recognizer - much related work on facial 

expression recognition show unequal recognition rates of basic emotions. In this 

thesis we will focus on reducing those recognition gaps. 
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D. Improve the accuracy of speech emotion recognition using facial expressions - the 

last goal of this thesis is to improve the results obtained from speech emotion 

recognizer using information from facial expression part, and to investigate the best 

way of combining this bimodal information in order to reach as highest final results as 

possible. 

 

1.4 Scope of the Thesis 

The bimodal system for emotion recognition in Thai language is presented in 

this paper. Because it is a tonal language, emotions are usually not stressed in Thai as 

much as in any Indo-European language, mostly because any strong emotional 

emphasis could possibly interfere and change the meaning of the word itself. This fact 

makes this project complex and unique. 

Our idea is that both audio and vision play crucial and inseparable roles in 

recognizing emotions. Accordingly, in order to successfully recognize emotions, not 

only voice and its hidden information, but also facial expressions of a speaker were 

analyzed. This is what this project is based on – building a speech emotion 

recognition system and improving it with face feature analysis.  

Emotion recognition systems that utilize only speech or facial expressions do 

not represent a realistic way of communication and expressing emotions. Instead of 

recognizing emotions with the use of all possible sources of emotional state, like 

humans do, those systems are focused only on specific information, neglecting other 

sources. Our research presents a more realistic, natural and intuitive way of emotion 

recognition, using a bimodal system that employs audio and vision for recognition, 

proving that both hearing and vision are important in recognizing emotions. 

 In our speech emotion experiments (see subchapter 3.2), after calculating 

many features and performing feature selection, MFCC+ΔMFCC+ΔΔMFCC, ZCR, 

and energy proved as a dominant feature set for recognizing emotions in Thai speech. 

On the other hand, our research on facial expression recognition (see subchapter 3.3) 

focuses on increasing the recognition rate by tracking facial landmarks more closely. 

Our system calculates the displacement of each facial landmark to a frame’s base-
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point in the first and peak frames. The septum, the skin that separates the two nostrils, 

was chosen as the base-point. As the result, our system is more resistant to head 

movement errors, thereby increasing the recognition accuracy. Furthermore, emotions 

are expressed differently over time (Batty and Taylor, 2003) so, our system also 

utilizes the frames at one third and two thirds along each time sequence. Also, we 

propose methods for fully automatic facial landmark extraction of several face points 

relevant to our research. Finally, our proposed technique of combining audio and 

video information is presented (see chapter 4), and our results show that face feature 

analysis can greatly improve the speech recognition system, proving that audio and 

video cannot go separately in emotion recognition systems. 

 

1.5 Organization of the Thesis 

This thesis is organized as follows:  

Chapter 1 presents an introduction to the topic, a brief literature review, the 

thesis objective, and the list of materials and equipment used during our research.  

In chapter 2, the complete theoretical background is presented. Also, it 

overviews the used methods, and gives a more detailed explanation of emotions in 

speech and in facial expressions, and classification techniques. 

Our proposed approaches and experimental results are presented step-by-step 

in chapter 3. Both speech emotion and facial expression recognition results are shown 

in this chapter.  

Chapter 4 contains details on human performance, speech-face result fusion, 

classification, and final bimodal results.  

The conclusion is drawn in chapter 5, with discussion on the thesis in general 

and its contributions. A short glimpse at our future work is also presented at the end 

of chapter 5. 
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CHAPTER 2 

THEORETICAL BACKGROUND 

 

 This chapter gives a closer look at the theoretical background of the topic, 

including definition of emotions in speech, facial expressions, well-known speech and 

image analysis techniques, and methods of classification used in our research. 

 

2.1 Basic Emotions 

In their study, Ekman and Friesen (1971) discussed six emotions: happiness, 

sadness, surprise, anger, fear, and disgust, which became known as the “basic” 

emotions (Ekman et al., 2002), used in much related research since in both speech 

emotion and facial expression recognition. 

 

A. Happiness 

 

Figure 2. Expression of happiness. 

 

Expression of happiness (see Figure 2) is universally and easily recognized, 

and is interpreted as enjoyment, pleasure, and friendliness. Examples of happy 

expressions are the easiest of all emotions to find in photographs, and are produced by 

people on demand in the absence of any emotion. Happiness is often a rehearsed
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expression because it is used so often to hide other emotions and deceive or 

manipulate other people, thus distinguishing between a real and an acted smile is a 

new developing topic in the field of facial expression recognition. 

 

B. Sadness 

 

Figure 3. Expression of sadness. 

 

Sadness (see Figure 3) is interpreted as an emotion opposite to that of 

happiness, but this view is too simple. Sad expressions send messages related to loss, 

discomfort, pain, helplessness, etc. Many cultures contain a strong censure against 

public displays of sadness, which makes this facial expression more difficult to 

express, especially for men. By many psychologists, sad emotion faces are only lower 

intensity forms of crying faces, developed when we were newly-born. 

 

C. Surprise 

 

Figure 4. Expression of surprise. 
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The expression of surprise (see Figure 4) is difficult to detect or record in real 

time. It occurs in response to events that are unexpected, sudden, novel, or amazing. 

The brief surprise expression is often followed by other expressions that reveal 

emotion in response to the surprise feeling – emotions such as happiness or fear. For 

example, most of us have been surprised, perhaps intentionally, by people who appear 

suddenly or do something unexpected, and elicit surprise, but if the person is a friend, 

a typical after-emotion is happiness; in case of a stranger, it is fear. A surprise seems 

to act like a reset switch that shifts our attention. 

 

D. Anger 

 

Figure 5. Expression of anger. 

 

The expression of anger (see Figure 5) is found increasingly often in modern 

society, as daily stresses and frustrations have become a part of everyday life. Anger 

is a primary concomitant of interpersonal aggression, and its expression means 

hostility, opposition, and potential attack. A cultural prohibition on expression of 

anger by women created a distribution of anger expressions that differed between the 

sexes. Although frequently associated with violence and destruction, anger is 

probably the most socially constructive emotion as it often underlies the efforts of 

individuals to shape societies into better, more just environments, and to resist the 

imposition of injustice and tyranny. 
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E. Fear 

 

Figure 6. Expression of fear. 

 

The expression of fear (see Figure 6) is not often seen in societies where good 

personal security is typical. Fear expressions carry information about imminent 

danger, threat, or likelihood of bodily harm. The experience of fear has an extremely 

negative felt quality, and is reduced when the threat has been avoided or has passed. 

Organization of behavior and cognitive functions are adversely affected during fear, 

as escape becomes the peremptory goal. 

 

F. Disgust 

 

Figure 7. Expression of disgust. 

 

Disgust (see Figure 7) is part of the body's responses to objects that are 

revolting and unhealthy, such as rotting flesh, faecal matter and insects in food, or 

other offensive materials that are rejected as unsuitable to eat. Obnoxious smells are 
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effective in eliciting disgust reactions. Disgust expressions are often displayed in 

public as a commentary reaction, but these acted reactions have nothing to do with the 

primal origin of disgust as a rejection of possible unhealthy food. That is why, even 

thought people feel that disgust expression is easy to express, it is extremely difficult 

to read disgust emotion. 

 

2.2 Basic Emotions in Speech 

 Even though there is much research done on the speech recognition topic, we 

still lack a standard method for capturing emotions from speech. This is probably due 

to the fact that there are many factors that influence speech/language, such as culture, 

language group, education etc. Hence, in different languages, different speech 

characteristics show different importance to recognize and “capture” emotions. By 

clicking (for hardcopy of this thesis please visit: http://youtu.be/yZrv_vhSFhk) on the icons 

in Table 1, you can hear the difference in expressing speech emotions (happiness, 

anger, and disgust) in two different languages (German and Thai).  

 

Table 1. Comparison of emotional speech for different languages. 
 

Emotion 

Language 
Happiness Anger Disgust 

German 
   

Thai 
   

 

 Notice how happiness, anger, and disgust sound much more similar in Thai 

than in German. This is, firstly, because of the cultural influence – Thai culture does 

not encourage strong emotional reactions. Secondly, strict tone rules in Thai language 
 

disable the usage of strong emotional emphasis, in order not to change the meaning of 

the words. Instead, Thai people use different lingual particles, such as “khrap” ( ), 
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“kha” ( / ), “cha” ( / ), “wa” ( ), “ha” ( ), “na” ( ) etc., at the end of 

sentences to emotionally color their statements. These facts make Thai extremely 
 

difficult for any kind of speech emotion recognition. Some well-known techniques 

could yield much lower recognition rates, while some other speech characteristics that 

are investigated in this paper, could prove useful in distinguishing Thai speech 

between emotions more preciously. 

 There are several methods, such as MFCC, that generally show good results in 

speech and emotion recognition. Also, some speech characteristics show similar 

“behavior” in most of the examined languages (see Table 2), and represented a 

starting point in our research. 

 

Table 2. Characteristics of several speech emotion features for some emotions  

(Pantic and Rothkrantz, 2003). 

 Happiness Sadness Anger Fear 

Pitch 

Increase in 

mean, range, 

variability 

Decrease in 

mean, range 

Increase in 

mean, range, 

variability 

Increase in 

mean, range 

Intensity Increased Decreased Increased Normal 

Duration  

(speech rate) 

Increased rate 

Slow tempo 
Reduced rate 

Increased rate 

Reduced rate 

Increased rate 

Reduced rate 

Speech contour Descending line 

Descending line, 

stressed 

syllables ascend 

frequently and 

rhythmically, 

irregular up & 

down inflection  

Disintegration 

in pattern and 

great number of 

changes in the 

direction 

Descending line 

 

 

2.2.1 Thai language 

Thai (  – Phasa Thai), more precisely Central Thai or Siamese is the 

national and official language of Thailand and the native language of the Thai people, 
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Thailand’s dominant ethnic group. It is the language taught and used in schools, the 

one used by the media and for government affairs. According to the 1980 census, an 

estimated 80 per cent of Thailand population speaks Thai (Comrie, 1990). Outside 

Bangkok and the central plains, other dialects and languages of the same family 

coexist with the standard: Northern Thai, Southern Thai, and North-eastern Thai. In 

addition, Thailand has many minority groups who speak languages that do not belong 

to the same language family. 

Thai belongs to the Tai language family, a subgroup of the Kadai or Kam-Tai 

family, and it is a tonal and analytic language.  

 In a language, tone is the use of pitch to distinguish lexical or grammatical 

meaning. All verbal languages use pitch to express emotional and other linguistic 

information, and to convey emphasis, contrast, and other features in intonation, but 

not all languages, like tonal languages, use tones to distinguish words. Tonal 

languages are extremely common in Africa and East Asia, but rare elsewhere in Asia 

and in Europe. 

 

2.3 Basic Facial Expressions 

As already mentioned in this thesis, Ekman and Friesen (1977) defined FACS 

by closely examining facial movements. Every emotion facial expression is just a 

combination of the movements of several facial muscles, and each basic facial 

 

 

Figure 8. Six basic facial expressions from CK+. 
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movement is represented as AU. Thus, presence/absence of certain AUs can tell us a 

lot about an expressed emotion. Six basic facial expressions are presented in Figure 8. 

Table 3 (Lucey et al., 2010) displays dependence of presence/absence of 

certain facial movements on facial expressions. There are certain facial movements 

(AUs) that are present in almost all expressions of one emotion, and absent from 

expression of all other emotions. For example, happy expression is almost always 

expressed by pulling lip corners – smile. However, facial expression also depends on 

many factors (culture, temperament etc.), so expressions differ from one subject to 

another.  

 

Table 3. Facial expressions explained through facial movements. 

 Criteria 

Happiness Lip corners pulled 

Sadness 
Inner brows raised, brows lowered, and lip corners depressed; or  

cheek raised and lip corners depressed 

Surprise Inner brows raised and outer brows raised, or upper lip raised 

Anger Lips tightened and lips pressed 

Fear Inner brows raised, outer brows raised, and brows lowered 

Disgust Nose wrinkled or upper lip raised 

  

2.4 Basic Emotions in Bimodal Systems 

 Bimodal systems contain both speech emotions and facial expression, thus 

audio and video have their influences on one another. For example, subjects are 

unable to express surprise as they would express it if only expressing facial gestures 

without speaking (see Figure 9). 

 On the left side of Figure 9, the subject (from CK+) is in a surprised state 

without speaking, while on the right hand side (from our database) is the same 

expression but with the presence of speech. This influence of emotion speech on face 

movements makes it more difficult to recognize facial expressions in bimodal 
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systems, simply because those facial expressions are less acted, less expressive (with 

slighter deformation of face), hence less informative, and more difficult to recognize. 

 

 

Figure 9. Facial expression of surprise in absence (left)  

and presence (right) of speech. 

 

Notice how in Figure 9 on the left, the subject’s mouth is open (displaced) much more 

than the subject’s on the right. Of course, due to his speech activity, the subject on the 

right was not able to express such a strong facial expression as the subject on left. 

This fact makes the right frame more difficult to recognize, but it also represents a 

more realistic expression. In a real life situation, it is highly unlikely to find surprise 

expressed as strongly as presented in the left hand side of Figure 9. 

Furthermore, bimodal systems still lack a standard database, so it is 

particularly difficult to compare those systems. 

Examining our work, and many related papers, it is clear that in the near future 

more systems will focus on employing bimodal information (speech and vision), 

because it represents a more natural and realistic research environment, which is 

surely one of the main goals in the field of emotion recognition and in engineering in 

general. 

 

2.5 Sound Analysis 

 This subchapter presents the basics of several well-known techniques used in 

speech and emotion speech processing that are part of our system. Our proposed 

approaches are explained in subchapter 3.2. 
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2.5.1 Mel-frequency cepstral coefficients 

In sound processing, the Mel-Frequency Cepstrum (MFC) is a representation 

of the short-term power spectrum of a sound, based on a linear cosine transform of a 

log power spectrum on a nonlinear mel-scale of frequency. MFCCs are coefficients 

that collectively make up an MFC. The idea is usually referenced to Mermelstein 

(1976) and it represents one of the most powerful techniques in speech processing. 

Calculation of MFCCs can be divided into several steps: 

1. Apply window function. 

2. Compute power spectrum (using Fast Fourier Transform – FFT). 

3. Apply mel-filter bank. 

4. Apply Discrete Cosine Transform (DCT). 

5. The MFCCs are the amplitudes of the resulting spectrum. 

MFCC are computed (Davis and Mermelstein, 1980) as: 

 

(1) 

 

where M is the number of cepstrum coefficients, Xk, k=1,2,…, N, represents the log-

energy output of the k
th

 filter, and N is the number of triangular band pass filters (with 

standard value of around 20). 

 Furthermore, MFCCs also show good results in emotion recognition from 

speech, and were calculated in our experiments employing the MATLAB’s 

SpeechCore toolbox (Omogbenigun, 2007), along with its first and second derivative. 

 

2.5.2 Formants 

Formants are defined by Fant (1960) as the spectral peaks of the sound 

spectrum of the voice, and they represent distinguishing frequencies of human speech. 

For example, the information that humans require to distinguish between vowels can 

be represented by frequency of the vowel sounds. 

The formant with the lowest frequency is called f1, the second f2, and the third 

f3. Most often the two first formants, f1 and f2, are enough to disambiguate the vowel 

in speech processing. 
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In our experiments, formant frequencies (F) are calculated by the following 

formula: 

 

(2) 

 

where Fs, im(s) and re(s) respectively represent the sampling frequency, imaginary 

and the real part of sound signal s. 

 The formants bandwidth, Bw, is represented by: 

 

(3) 

 

where Fs, and s represent the sampling frequency and the sound signal. 

Because formants show excellent results in speech processing, they have been 

tested in our system as speech emotion features, and were calculated using the 

MATLAB’s toolbox for tracking formants (Ghosh, 2001), developed in the 

SpeechLab at the Boston University, USA. 

 

2.5.3 Pitch 

Along with duration, timbre, and loudness, pitch is a major property of tones. 

It is closely related to frequency, but represents a more subjective approach. For 

instance, as they oscillate, sound waves do not contain pitch, and can be measured 

only in frequencies. However, the subjective sensation in which a human listener 

assigns that tone to a position in the musical scale represents pitch of that sound wave. 

 Human perception of sound is logarithmic. Accordingly, many researchers 

tried to calculate pitch as a number. In our experiments, Hu and Zahorian’s (2008) 

algorithm is used to track and calculate pitch. 

 

2.5.4 Zero crossing rate 

ZCR is the rate at which a sign in the signal changes from positive to negative, 

or vice versa, that is the rate at which a signal crosses/cuts the zero-line. This feature 

is often used in speech recognition and it is also suitable for emotion recognition 
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because its hidden information includes speech rate and the speed of changing tempo. 

These elements are useful since they differ between emotional speeches. 

ZCR’s formula is defined by Chen (1988) as follows: 

 

(4) 

 

where st and st-1 are signals at time t and t-1 respectively, and function II is 1 if the 

argument is true or 0 otherwise. 

 Figure 10 explains a simple approach to calculate ZCR over the whole sound 

signal.  

 

 

Figure 10. Pseudo-code of calculating ZCR over a whole sound signal. 

 

 The final Mat vector represents ZCR of every 30 ms segment over the whole 

sound file (Sound), and was used as a speech emotion feature in our experiments. 

 

Window_size = Sampling_freq * Window_length_in_ms / 1000 

 

Movement    = Sampling_freq *(Window_length_in_ms –  

    - Overlapping_length_in_ms) / 1000 

 

Iteration = (size(Sound) / Movement) – 2 

 

Pos = 1 

 

FOR i = 1 TO Iteration 

 

    Sum = 0     

 

    FOR j = Pos + 1 TO Pos + Window_size 

 

        Sum = Sum + (Sound(j) * Sound(j-1) < 0)        

 

    END FOR 

 

    Mat(i) = Sum / (Window_size - 1) 

     

    Pos = Pos + Movement 

END FOR 
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2.5.5 Short-time energy 

When an object vibrates, it basically moves air particles and produces sound. 

Sound energy is associated with the energy that is produced by those vibrations.  

In our experiments, short-time energy of an audio signal, E, proven as a useful 

feature in speech emotion recognition, is calculated (Gustavsen, 2007) by the 

following formula: 

 

(5) 

 

where N is the length of the sound-window, I is the number of windows, and s sound 

signal. The MATLAB code (Sharma, 2009) was used for calculating this feature. 

 

2.5.6 Minimum-redundancy and maximum-relevance 

 The minimum-Redundancy and Maximum-Relevance (mRMR) is a feature 

selection technique proposed by Peng et al. (2005). Many studies on feature selection 

stress that selecting a good set of features is probably the most important step in 

reducing the overall error. Peng et al. (2005) researched how to select good features 

according to the maximal statistical dependency criterion based on mutual 

information. Their experiment shows good results on several datasets classified via 

SVMs, Naive Bayes, and linear discriminate analysis. 

 The given variables x and y, their mutual information, I, is defined as: 

 

(6) 

  

where p(x) and p(y) represent their marginal probabilities, and p(x,y) their joint 

probability distribution. 

 The idea of minimum redundancy is to find features that are maximally 

dissimilar, and making those features a more important representation of the whole 

database. The minimum redundancy condition, W, is: 
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where I(i,j) is the mutual information between features i and j, and s is a set of 

features. 

 A maximum relevance between classes, V, is measured: 

 

(8) 

 

where s is a set of features, and I(h,i) mutual information between target classes. 

 The mRMR feature set is obtained by optimizing the conditions in equation 7 

and equation 8 simultaneously. Optimization of these two conditions requires 

combining them into a single criterion function, hence two simplest approaches of 

finding final criteria were calculated as: 

 

 (9) 

 

 

 (10) 

 

These criteria are called mutual information difference (MID), and mutual 

information quotient (MIQ) techniques. 

 In their several publications (Peng et al., 2005; Ding and Peng, 2005; Ding 

and Peng, 2003; Zhou and Peng, 2007), authors have developed a MATLAB code for 

their proposed feature selection method. That code was employed in our system. 

 

2.6 Image Analysis 

 Some well-known methods in image processing used in facial expression 

recognition, and in our system, are listed and briefly explained in this subchapter. Our 

proposed techniques and approaches on how to improve facial expression recognition 

are given in details in subchapter 3.3. 
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2.6.1 Active appearance model 

 The AAM technique was developed by Cootes et al. (1998), and it represents 

a model that yields photo-realistic objects. AAM is a fast, robust method of 

interpreting face images, and have become one of the most used methods as a part of 

facial expression recognition. 

 

 

Figure 11. Example of face image (Cootes et al., 1998) labeled with 122 landmarks. 

 

 Appearance model is defined as a combination of shape and texture, where 

shape represents a set of locations in an image and the texture intensity patch of an 

image. Figure 11 displays an example of a labeled face image – facial landmarks 

represent the model’s shape, and intensity of color in pixels of the model’s texture. 

 

 

Figure 12. Modeling appearance with AAM. 

 

If training set of shapes is x = {x1, x2,…, xn}, than model of shape is calculated 

as: 
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(11) 

 

where     , Ps , and bs represents the mean shape, matrix of eigenvectors that define the 

model, and a vector of model parameters respectively.  

If the training set of textures is g = {g1, g2,…, gn}, then the model of texture is 

calculated as: 

 

 (12) 

 

where     , Pg , and bg represents the mean shape, matrix of eigenvectors that define the 

model, and a vector of model parameters respectively.  

 In combining two models, the joint parameter vector, b, is calculated as: 

 

(13) 

 

where Ws is a diagonal matrix of weights for each shape parameter. 

 In the training set, each (xi, gi) pair is obtained: 

 

(14) 

 

and after applying principle component analysis (PCA) to the training set b = {b1, 

b2,…, bn}, the model for the parameters is: 

 

(15) 

 

 Finally, the combination model is calculated: 

 

(16) 
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2.6.2 Face detector 

 Face Detector is a MATLAB toolbox for tracking facial points developed by 

Aldrian et al. (2009) at the University of Leoben, Austria. The main focus of their 

project was eye and pupil detection, but it also tracks the mouth and nose region as 

presented in Figure 13. 

 Firstly, a face is detected by a modified OpenCV’s Viola and Jones (2001) 

publicly available implementation (Krishna, 2008). OpenCV has an effective face 

detector function named cvHaarDetectObjects that is based on calculating Haar-like 

features (Papageorgiou et al., 1998; Viola and Jones, 2001). It finds rectangular 

regions in the given image that are likely to contain objects the cascade has been 

trained for and returns those regions as a sequence of rectangles. The function scans 

the image several times at different scales. After it has proceeded and collected the 

candidate’s rectangles (regions that passed the classifier cascade), it groups them and 

returns a sequence of average rectangles for each suitably large group (Bradski et al., 

2008). 

 

 

Figure 13. Highlighted facial regions extracted using Face Detector  

(Aldrian et al., 2009). 



  25 

 

In 2008, the MEX-file, which calls this OpenCV function from MATLAB, was 

published (Krishna, 2008), and used in experiments by Aldrian et al. (2009). In their 

research, after selecting a face, several facial regions are located (see Figure 13) using 

face geometry information where these regions should be on a selected face. 

 Final selected regions on a face were used as a starting point of our 

experiments. Our experimental setups and results are presented in chapter 3 and 

chapter 4. 

 

2.6.3 Gabor filters 

Gabor filters are linear filters used for edge detection, and their representation 

of frequency and orientation are similar to those of the human visual system. A 2D 

Gabor filter is a Gaussian kernel function modulated by a sinusoidal plane wave, and 

Gabor filters are self-similar, meaning that all filters can be generated from one 

mother wavelet by dilation and rotation (Daugman, 1985). 

Gabor filters, g, are calculated by the following formula: 

 

(18) 

 

where: 

(19) 

 

(20) 

 

In our system, Gabor filters were used to emphasize a stronger image contrast 

if a face was not successfully localized in a certain frame. Our experiments show that 

using Gabor filters, a face can be more easily localized. In the frames where the use of 

Gabor filter was needed, after finding face coordinates, the original image was loaded 

back and further processed in our proposed methods. Accordingly, Gabor filters in our 

system present only a part of the aid in finding Region Of Interest (ROI) for a face. 
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2.6.4 Canny edge detector 

In 1986, John Canny presented a new edge detection algorithm (Canny, 1986) 

to detect a wide range of edges in images, but also produced a computational theory 

of edge detection explaining why his technique works. In his work, he focused on 

reaching three main goals:  

 

 good detection     –     the algorithm should mark as many real edges in the 

image as possible. 

 good localization –     edges marked should be as close as possible to the edge 

in the real image. 

 minimal response –    a given edge in the image should only be marked once, 

and where possible, image noise should not create false 

edges. 

 

The Canny algorithm comes with several parameters, of which its threshold is 

the most relevant for our research. A threshold set too high can miss important 

information, but on the other hand, a threshold set too low will falsely identify 

irrelevant information (such as noise) as important. It is difficult to give a generic 

threshold that works well on all images.  

MATLAB’s build-in function edge, with parameter ‘canny’ and different 

thresholds, was used throughout our experiments. 

 

2.7 Classification Methods 

 Two classification techniques are employed in our work. To compare our 

facial expression recognition results with the results in several related papers, SVM 

was utilized as the classifier in our experiments. On the other hand, speech segments, 

part of the facial expression classification, and our final results are classified via 

Neural Network (NN). Here are the short descriptions of both classification methods 

used in our system. 
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2.7.1 Neural networks 

NNs, or more precisely artificial neural networks, are composed of 

interconnecting artificial neurons that are constructed in a way to mimic the properties 

of biological neurons. NN are often used to solve artificial intelligence problems 

without necessarily creating a model of a real biological system, which is highly 

complex. 

There are three types of neuron layers in basic NN architecture: input, hidden, 

and output. In feed-forward networks, the signal flow is from input to output units, 

strictly in a feed-forward direction, with back-propagation correction of networks 

weights. Example of simple NN is presented in Figure 14, while work by Hopfield 

(1982) gives more detailed explanation of the idea behind NN. 

 

 

Figure 14. Simple neural network. 

 

In our system, feed-forward back-propagation NNs were used, with different 

number of nodes in a hidden layer. Our experimental setups and results are presented 

in chapter 3 and chapter 4. 

  

2.7.2 Support vector machines 

The concept of SVM is associated with Vladimir Vapnik, but the complete 

idea was presented in the work of Cortes and Vapnik (1995). 

SVM represents a method for analyzing data, recognizing patterns, and 

classification. In our experiment, linear SVM was employed, which predicts for each 
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input to the two classes of which it belongs. A linear SVM model is a representation 

of the examples as points in space, mapped so that the examples of the separate 

categories are divided by a clear linear gap that is as wide as possible (see Figure 15). 

New points from input data are then mapped into that same space and classified based 

on which side of the gap they fall on. 

 

 

Figure 15. SVM process of dividing and finding a maximum gap  

between two categories. 

 

 

 In our experiments, a MATLAB’s libsvm toolbox (Chang and Lin, 2011) was 

used.
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CHAPTER 3 

PROPOSED METHODOLOGY AND  

EXPERIMENTAL RESULTS 

 

 This chapter gives detailed descriptions of our proposed methods and 

approaches utilized in our system.  

Firstly, our newly recorded Thai emotion audiovisual database is presented 

(see subchapter 3.1). Then approach to speech emotion recognition in Thai is shown, 

followed by speech emotion recognition results on our database (see subchapter 3.2). 

Several proposed methods are presented step-by-step in subchapter 3.3, with results 

on CK+ and our database. 

Our system’s architecture is displayed in Figure 16. 

 

 

Figure 16. Our audiovisual emotion recognition process.
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3.1 Thai Emotion Audiovisual Database 

There is no publicly available emotion audiovisual database for Thai, so we 

recorded one, structurally similar to an existing database for Serbian (Jovičić et al., 

2004). 

There are three main types of database for emotion recognition utilizing either 

acted emotions, neutral spontaneous emotions, or elicited emotions. Using actors has 

always been a popular approach, but has been criticized because the emotions 

expressed by the actors seem to differ from real-life emotions. Recent studies show 

that the problem with acted databases is not the use of actors and acted emotions, but 

rather the elicitation method employed in the recording processes. Aside from this 

concern, the best results are usually obtained from acted emotion databases because 

they contain strong emotional expressions. 

Our acted emotions database utilized six drama students and was recorded in a 

professional recording studio at the Suan Sunandha Rajabhat University 

( ), Bangkok, Thailand. 

Being the first work of its kind for Thai, only six basic emotions (Ekman and 

Friesen, 1971) were examined – happiness, sadness, surprise, anger, fear, and disgust.  

In most languages only 800-1,000 words are used in basic everyday 

conversation (Lewis, 2009), so the 1,000 most frequently used Thai words were used 

as the recording corpus of our database. One of the possible future works based on 

this research is to improve Thai speech understanding, so using most common Thai 

words will certainly play a big role in it. 

There are many lists of most commonly used Thai words, such as Haas 

(1964), NECTEC's Linguistics and Knowledge Science Laboratory – LINKS and 

Chulalongkorn University's Orchid Corpus (Sornlertlamvanich et al., 1997), and a 

Barrow’s Thai-English-Thai CD dictionary (Barrow, 2010). Table 4 shows the first 20 

most frequently used words in Thai compiled from those sources. Our list of the most 

frequent words was selected and recorded from the largest corpus, the LINKS 

database with corpus of 416,000 Thai words. Our final list of words was cut into 20 

groups, resulting with around 50 words in each group. This number of words is best 

for emotion expression in Thai – less number of words in group would be too short 
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for a subject to reach a desirable emotional state, and more words per group would 

possibly lead to boredom. These 20 groups were then recorded by six subjects in six 

emotions, and every session was saved into a separate video clip, with a resolution of 

320 x 240 pixels and audio sampling rate of 16 kHz. 

 

Table 4. Twenty most frequently used Thai words.* 

Source name 
(corpus size) 

 

Number 

Haas 

(27,000 words) 

LINKS 

(416,000 words) 

Orchid 

(275,000 words) 

1  /pen/  /kan/  /thi/ 

2  /chai/  /lae/  /pen/ 

3  /mai/  /nai/  /cha/ 

4  /kan/  /thi/  /kan/ 

5  /nam/  /mi/  /mai/ 

6  /na/  /khong/  /mi/ 

7  /tua/  /pen/  /nai/ 

8  /ta/  /cha/  /khong/ 

9  /thi/  /dai/  /lae/ 

10  /pai/  /hai/  /dai/ 

11  /luk/  /khwam/  /pai/ 

12  /kan/  /mai/  /hai/ 

13  /mi/  /wa/  /wa/ 

14  /phu/  /patthana/  /ma/ 

15  /phra/  /chai/  /go/ 

16  /thang/  /go/  /khon/ 

17  /khwam/  /rao/  /laeo/ 

18  /mai/  /ni/  /khwam/ 

19  /hua/  /rue/  /kap/ 

20  /khuen/  /kap/  /yu/ 
*
 Thai words transcribed in the Latin alphabet via the official Royal Thai General System of Transcription (RTGS) 
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3.1.1 Database processing 

Firstly, the pre-processing stage of setting up the database involved deleting 

28 repeated words out of the selected 1,000 most commonly used Thai words, 

resulting in a list of 972 words that were recorded by six speakers in six emotions. 

Final list can be found in the appendix part at the end of this thesis. 

Secondly, after the recordings were done, as part of post-processing, several 

poorly recorded sessions and sessions where a subject was interrupted were deleted.  

Finally, following related database work, such as the Berlin database 

(Burkhardt et al., 2005), the audio of each recording was played to five Thai native 

speakers. If their recognition was above a certain threshold, a recording was kept, 

otherwise it was deleted. The idea is that if humans cannot correctly recognize 

emotion from a played file, a computer cannot do it either, and that file should be 

 

Table 5. Inventory of our final dataset. 

 Subject (from word no. – to word no.) 

Happiness 
Subject no. 2 (689 – 972) 

Subject no. 5 (1 – 405) 

Sadness 

Subject no. 1 (1 – 972) 

Subject no. 3 (86 – 90) 

Subject no. 5 (401 – 710) 

Surprise 
Subject no. 2 (1 – 400) 

Subject no. 4 (463 – 972) 

Anger 
Subject no. 2 (1 – 972) 

Subject no. 3 (1 – 972) 

Fear 
Subject no. 1 (1 – 62) 

Subject no. 5 (1 – 972) 

Disgust 
Subject no. 1 (1 – 62) 

Subject no. 2 (1 – 972) 

Total 6898 words 
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discarded because it can only be misleading and confusing to any classifier. With the 

threshold of 0.6 (60%), the final dataset of 6,898 words (~75 min) was selected. Table 

5 shows the final dataset inventory used in our system. 

In our final selected dataset, 60% of dataset was used for training, 20% for 

validation, and 20% for testing, without any data set overlapping. 

 

3.2 Emotion Speech Recognition 

 The full feature set for our Thai speech emotion system contains 180 features, 

including features such as median, minimum and maximum of a signal, variance, F0, 

formants, pitch, ZCR, energy, speed (∆) and acceleration (∆∆) of changing those 

features, as well as techniques such as MFCC with the first derivative of MFCC 

(∆MFCC), and the second derivative of MFCC (∆∆MFCC), but our following step 

was to reduce that number and select only several features that are the most important 

for categorizing emotions in Thai. 

 

3.2.1 Feature selection 

Much related work stresses that proper feature selection is probably the most 

important in reducing the final error in any classification process. Doing calculations 

with a huge number of features requires a lot of processing, and many of these 

features will be irrelevant and even misleading for a specific problem. Consequently, 

only the most important features, which clearly distinguish between emotion groups, 

should be selected. Three techniques for selecting the features were combined – our 

ranking method, and two methods from mRMR – MID and MIQ.  

Firstly, all features are ranked by dependence among files in each emotion 

group. A feature increases its rank if all files that belong to the same emotion are 

similar in that feature range, and different in the same feature range from files in other 

emotion groups. This means that features which separate files into emotion groups 

will be ranked higher.  

If a certain feature shows different range and behavior of files in the same 

emotional group, it means that this feature is probably not good for distinguishing 
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files into different groups. If, however, that feature shows similar range in most of the 

files (say more than 60% of the files) of that emotion, this feature is selected. When 

this process is done on all features, all selected features are then further tested 

between every pair of emotions. For example, all files in which subjects expressed 

happiness and all files with sadness are tested feature by feature (see Figure 17). If 

they show similarities in range, that feature is ranked low for distinguishing between, 

in this case, happiness and sadness; if they show ranges that overlap, the feature is 

ranked depending on the percentage of overlapping (the lower the percentage, the 

higher the ranking); finally, if they show completely different ranges, without 

overlapping, that feature is ranked top. It means that selected top ranking features 

show range similarities in 60% (threshold that showed best performance in our 

system) of files inside the same emotional group, but different ranges comparing to 

files in at least one of other emotional groups. 

 

 

Figure 17. Pseudo-code of our feature ranking process. 

 

FOR fea = 1 TO Num_of_features 

 

IF min(Em_group1(fea)) > max(Em_group2(fea)) OR  

   min(Em_group2(fea)) > max(Em_group1(fea)) 

 

  feature_rank = [‘HIGH RANK’] 

  RETURN 

 

ELSE 

Mutual_info = (max(Em_group1(fea)) - min(Em_group2(fea))) / 

/ (max(Em_group2(fea)) - min(Em_group1(fea))) 

 

IF Mutual_info > 1 

  Mutual_info = 1 / Mutual_info 

 

IF Mutual_info > Threshold 
 

  feature_rank = [‘MIDDLE RANK’] 

  RETURN 

 

 ELSE 

  feature_rank = [‘LOW RANK’] 

  

 END IF  

END FOR 
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Our second selection approach was the mRMR (see subchapter 2.5.6) feature 

selection method (Peng et al., 2005), utilizing MID and MIQ. Using only the first 

technique, the selected features often give lower accuracy results than expected, 

because the features are often correlated. This means that some features are not really 

relevant, but show high relevance because they are dependent on another “real” 

feature. By introducing mRMR, this problem was solved.  

Our proposed feature ranking, MID and MIQ techniques using equation 9 and 

equation 10 respectively, were performed, and mean value of features ranking 

position from all three techniques were calculated. Finally, top ranking features were 

chosen as selected features.  

All our experiments in feature selection, combining these three techniques, 

show similar output, resulting in the selection of ZCR and energy as the most relevant 

features for our Thai audiovisual database. Also, feature selection was performed only 

on speech features, in order to reduce the huge number of features to the several most 

important ones. Face features were classified separately, and were used only if the 

classification of a segment with a speech feature was under a certain threshold. The 

joint classification process is explained in subchapter 4.2. 

 

3.2.2 Experimental results 

 After computing 180 speech features, our feature selection techniques resulted 

in choosing ZCR and energy as the most important features in distinguishing Thai 

speech signals into emotional groups. 

The audio signals are cut into 30 ms segments with 20 ms overlap, so each 

new segment only advances 10 ms from its previous segment, resulting in 100 

segments per second. Our speech emotion feature extraction is then performed on 

each sound-segment.  

All speech emotion recognition experiments were performed on the whole 

selected dataset (6,898 words) using 2-layer (different number of input nodes) feed-

forward back-propagation NN classifier with one hidden layer (different number of 

hidden nodes) and six outputs (six basic emotions), implemented using MATLAB’s 
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NN toolbox. Furthermore, classification decisions were made based on: a) a single 

frame, and b) a group’s most frequent emotion. 

In classification based on a single frame, classification results represent an NN 

output of all sound-segments. However, this classification decision alone would not 

be enough, as it does not represent a natural way of recognizing emotional states, thus 

our second classification decision was based on the most frequent emotion in a group.  

Already classified segments are grouped together into groups of various 

lengths (from 2.6 s to 15 s). Groups are determined depending on recording files (see 

subchapter 3.1) from our database – maximum length of group is set to be 15 s, but if 

the file ends, so does the group. File ending means change of subject, emotion, and/or 

word group. Inside one determined group, classification results of all sound-segments 

in that group were analyzed and placed into a 6 x 1 matrix. Each field of the matrix  

 

 

Figure 18. Pseudo-code of finding a group’s top emotion. 

Happiness = 0 

Sadness   = 0 

Surprise  = 0 

Anger     = 0 

Fear      = 0 

Disgust   = 0 

 

FOR i = 1 TO Number_of_sound_segments_in_group 

 
 IF      Emotion(Group_element(i)) == 1 

     Happiness = Happiness + 1 

 ELSE IF Emotion(Group_element(i)) == 2 

   Sadness   = Sadness   + 1 

 ELSE IF Emotion(Group_element(i)) == 3 

   Surprise  = Surprise  + 1 

 ELSE IF Emotion(Group_element(i)) == 4 

   Anger     = Anger     + 1 

 ELSE IF Emotion(Group_element(i)) == 5 

   Fear      = Fear      + 1 

 ELSE IF Emotion(Group_element(i)) == 6 

   Disgust   = Disgust   + 1 

      END IF 

 

 Final_vector = [Happiness, Sadness, Surprise, Anger, Fear, 

       Disgust] / Number_of_sound_segments_in_group 

  

 Winning_group_emotion = Index_max(Final_vector) 

 

END FOR 
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represents the frequency of recognized emotions from segments, where fields 1, 2, 3, 

4, 5, and 6 correspond to emotions of happiness, sadness, surprise, anger, fear, and 

disgust respectively. For example, if one group contains 300 sound-segments, and if 

there are 100, 50, 50, 50, 50, and 0 segments that were recognized by NN as 

happiness, sadness, surprise, anger, fear, and disgust respectively, then this group will 

be classified into happiness, as happiness is the most frequent emotion in it.  

Finally, each group matrix was scaled so that it sums to 1, making it very easy 

to combine with other classification results, such as the facial expression recognition 

results. Referring to our previous example, the 6-value-string [100 50 50 50 50 0] 

would be divided by the sum of those elements (in this case 300), resulting in a final 

recognition string for that group – [0.33 0.16 0.16 0.16 0.16 0]. The whole process is 

presented in the MATLAB oriented pseudo-code in Figure 18. The final number of 

groups was 305. 

 Because MFCCs generally show great performance in speech and emotion 

speech processing, our first experiment on speech emotion recognition was based on 

using MFCCs as speech emotion features, with different number of coefficients, 

together with first and second MFCC derivatives. Accordingly, the test dataset 

consisted of different number of features (depending on the number of MFCCs) with 

448,413 rows (~75 min), after cutting the whole dataset into 30 ms sound-segments. 

Testing was performed on the whole database using NN. Table 6 presents the overall 

speech emotion recognition results depending on the number of MFCCs, with 

classification decisions based on both single frames and the groups’ top emotion. As 

Table 6 shows, best performance on our database was achieved using 13 MFCCs. 

 

Table 6. Speech emotion recognition depending on the number of MFCCs (+ΔMFCC 

+ΔΔMFCC), with decisions based on single frames and the groups’ top emotion. 

 O v e r a l l    a c c u r a c y  [ % ] 

No. of MFCCs 

 

Decision 
2 5 10 12 13 15 

Single frame 40.2 43.3 45.5 44.8 46.6 45 

Group 49.7 55.9 62.2 61.8 64.5 61.8 
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However, due to the enormous size of our database, the final dataset with 

448,413 rows was too large to be trained and tested in one NN, constantly running 

into MATLAB’s “out of memory” problem. In a correspondence with a few 

MATLAB developers, we have decided to split our dataset into several blocks, train 

them separately, and calculate final results as a mean value of all block-results, where 

block size was determined as a maximum size that can be trained in a single NN on 

our notebook. This approach yields results most similar to those gained using one NN. 

 

Table 7. Speech emotion recognition using MFCC (13 coefficients) 

+ΔMFCC+ΔΔMFCC based on single frames. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. 

Hap. 8.7 9.3 14.7 37.1 15.4 14.9 

Sad. 0.5 61.1 1.9 8.2 13 15.5 

Sur. 1.5 14.4 22.6 34.9 2.2 24.5 

Ang. 1.6 10.8 8.5 65.3 3.1 10.7 

Fear 2.6 7.8 3.4 16 63.5 6.7 

Dis. 0.9 17.1 13 27.4 2.6 39 

 

Table 7 presents detailed results using MFCC (13 coefficients), ΔMFCC and 

ΔΔMFCC as a feature set, with classification decisions based on a single frame, and 

Table 8 using the same feature set but based on a groups’ most frequent emotion. The  

 

Table 8. Speech emotion recognition using MFCC (13 coefficients) 

+ΔMFCC+ΔΔMFCC based on the groups’ top emotion. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. 

Hap. 0 0 0 83.9 16.1 0 

Sad. 0 72.9 0 0 27.1 0 

Sur. 0 0 1.9 80.8 0 17.3 

Ang. 0 0 0 100 0 0 

Fear 0 0 0 0 100 0 

Dis. 0 3.5 0 19.3 0 77.2 
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main diagonal represents correct classification (happiness classified as happiness, 

sadness classified as sadness, etc.), while all other fields are part of a recognition 

error. Each row sums up to 100%, which means that rows represent target emotions, 

and columns do so with recognized emotions. 

 The overall accuracies for these two experiments are 46.6% (single frame) and 

64.5% (group), as already presented in Table 6. 

 Our final experiments were conducted using MFCC (13 coefficients), ΔMFCC 

(13 coefficients), ΔΔMFCC (13 coefficients), and two features that were selected as 

the most relevant in classifying Thai speech emotions – short-time ZCR 

 

Table 9. Speech emotion recognition using MFCC (13 coefficients) 

+ΔMFCC+ΔΔMFCC, ZCR, and energy, based on single frames. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. 

Hap. 18.7 4.5 21.2 26.5 16.4 12.7 

Sad. 2.5 57.1 1.4 6.5 13.2 19.3 

Sur. 2.5 4.3 36.6 27.1 3.2 26.3 

Ang. 3.1 4.2 13.3 63.4 3 13 

Fear 3.2 6.9 4.6 12.2 69.2 4 

Dis. 2.4 9.9 17.2 15.8 3.9 50.8 

 

 

Table 10. Speech emotion recognition using MFCC (13 coefficients) 

+ΔMFCC+ΔΔMFCC, ZCR, and energy, based on the groups’ top emotion. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. 

Hap. 12.9 0 12.9 38.7 19.4 16.3 

Sad. 0 75 0 0 25 0 

Sur. 0 3.9 42.3 17.3 0 36.5 

Ang. 0 0 0 97.5 0 2.5 

Fear 0 0 0 0 100 0 

Dis. 0 3.5 7 12.3 0 77.2 
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and short-time energy. Table 9 and Table 10 give final results with decisions based on 

single frames and the groups’ most frequent emotion. 

 After utilizing ZCR and short-time energy, overall accuracy in groups 

increased from 64.5% to 72.4%, hence the error was reduced by 22% comparing to 

results obtained using only MFCC+ΔMFCC+ΔΔMFCC.  

If Table 10 is analyzed more closely, it is clear that recognition for sadness 

and disgust yielded good results, almost perfect results for anger and fear, but very 

low recognition rates for happiness and surprise.  This makes sense because happiness 

and surprise are considered as strong “visual” emotions that are very easily 

recognized from facial expressions. Subchapter 3.3.1.4 presents results from several 

papers on facial expression recognition, and all of them show excellent results in 

recognizing happiness and surprise, while yielding lower results for other basic 

emotions. On the other hand, our final results on speech emotion recognition shows 

completely opposite results. Fear, that is considered one of the most difficult facial 

expressions to recognize, yielded perfect results in our speech emotion experiments.

   

 

Figure 19. Emotion speech recognition rate depending on the number of hidden nodes 

in a hidden layer, obtained using 13 MFCCs (+ΔMFCC+ΔΔMFCC), ZCR, and 

energy, with decisions based on single frames and the groups’ top emotion. 
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This set of results justifies our approach and proves that both hearing and vision play 

an important role in recognizing emotions. 

Figure 19 displays the recognition rates, based on both single frames and the 

groups’ top emotion decisions, depending on the number of hidden nodes in a hidden 

layer, and calculated using final 41-feature-set (1 feature – short-time ZCR, 1 feature 

– short-time energy, 39 features – MFCC+ΔMFCC+ΔΔMFCC). The highest accuracy 

of 72.4%, displayed in details in Table 10, was achieved using 40 hidden nodes, while 

chapter 4 presents this set of speech emotion results compared to human performance. 

Our next step was to build a facial expression recognizer that will improve our 

speech emotion results, especially for happiness and surprise. 

 

3.3 Facial Expression Recognition 

The Cohn-Kanade (Kanade et al., 2000) database was released in 2000, and 

soon became one of the most frequently used databases for face recognition algorithm 

development and evaluation. To address a few concerns, the authors released the CK+ 

database in 2010 (Lucey et al., 2010). The number of sequences was increased by 

22% and the number of subjects by 27%. The database was tested using AAMs and a 

linear SVM classifier (using a leave-one-subject-out cross-validation method) for both 

AU and emotion detection. The resulting emotion and AU labels, together with the 

extended image data and tracked facial landmarks, were made publicly available.  

In this thesis we present several approaches for facial feature extraction that 

showed excellent performances on both CK+ and our database. Due to the fact that 

our database is audiovisual, experimental setups on CK+, i.e. the facial expressions 

database, and our database were a bit different. However, all image processing steps 

are identical. 

Our proposed methods for facial expression recognition include: 

 Head movements correction 

 Neurophysiologic approach 

 Movements along the X- and Y-axes 

 Automatic middle eyebrows point, the septum, and lip-corners detection 
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3.3.1 Introducing a reference point and middle frames 

 

3.3.1.1 Head movements correction 

In the CK+ database, using AAMs, 68 facial landmarks were extracted (Lucey 

et al., 2010), and utilized as the starting point for our experiments. Our calculations 

  

 

Figure 20. Example of an image sequence from CK+. 

 

were based on tracking the displacements of landmarks from the first neutral frame to  

the last peak frame, in an image sequence representing one emotional expression (see 

Figure 20). This method has been utilized in several related studies, such as Michel 

(2003) (see Figure 21), giving good results, but with high recognition accuracy 

differences between the basic facial expressions. Our first approach tracks the 

displacements more closely, increasing the accuracy. 

 

 

Figure 21. The neutral and the peak frames producing vectors of displacements. 

 

Our assumption was that part of the recognition error in tracking landmark 

displacements comes from head movements that occur between the neutral and the 

peak frame. Out of the 68 extracted facial landmarks (Lucey et al., 2010), we chose 

one landmark to present the base-point in every frame. This base-point should be 

fixed during emotion expressions, so it can be employed to detect head movement, 

without additional facial movements. Also, it should be located in the middle of the 

face, so that the calculations are equally sensitive to movements by all the other 

landmarks. In the six basic facial expressions, the nose region seems to move the least 
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Figure 22. Facial landmarks with the base-point (the septum). 

 

during facial expressions. Therefore, by being in the middle of the facial region, the 

point between the two nostrils (called the septum), was chosen as our base-point in 

each frame (see Figure 22). It corresponds to the 34
th

 landmark in the standard group 

of 68 extracted landmarks. The displacements of other landmarks were calculated 

with reference to this base-point, using the Euclidian distance: 

 

(21) 

 

where di is the subtraction of two Euclidian distances for a landmark i. The first 

distance is from the base-point (the 34
th

 landmark) to the landmark in the peak (P) 

frame, while the second distance subtracts the base-point from the landmark in the 

neutral (N) frame. 

 By introducing the base-point in each frame, our calculations became more 

resistant to head movements that may appear between the first and the peak frame. 

Figure 23 shows an example of feature vectors from the previous method and from 

our proposed method. 

2 2 2 2

, 34, , 34, , 34, , 34,( ) ( ) ( ) ( )i i P P i P P i N N i N Nd x x y y x x y y       
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The two feature vectors at the top of Figure 23, which represent anger and 

fear, were obtained by the previous method. They were classified incorrectly, because 

their feature patterns have a similar shape, which is confusing for a classifier. The 

same feature vectors, obtained using our proposed method, are displayed at the 

bottom of Figure 23. After removing the feature calculation “noise”, caused by head 

movements, the differences in these two vectors are much more obvious. Using our 

method, these two vectors were classified correctly. 

 

 

Figure 23. Two facial expression feature vectors for anger and fear, using the 

previous method (top), have a similar shape, leading to an incorrect classification. 

The same feature vectors, calculated using our proposed method (bottom), 

are classified correctly due to their much different shape. 
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3.3.1.2 Neurophysiologic approach 

 The important aspect of the speed with which facial emotions are processed 

and expressed has only recently been investigated in neurophysiology (Batty and 

Taylor, 2003). It seems that different emotions use different brain regions, so the time 

to process and express emotions differs. This difference is much more obvious when 

examining positive emotions (i.e. happiness, surprise) to negative ones (i.e. sadness, 

anger, fear), but it also differs from emotion to emotion. Since emotions are expressed 

over different durations, the time (the number of frames) needed for expressing an 

emotion in a time sequence was added to our system.  

Furthermore, the movement of facial muscles is different for each emotion. 

For example, happiness is universally and easily recognized, and is interpreted as 

enjoyment, pleasure, and friendliness (Ekman et al., 2002). Happy expressions are 

frequently produced by people on demand in the absence of any real emotion, or to 

hide other emotions, or to deceive or manipulate. On the other hand, many cultures 

contain a strong censure against public displays of negative emotions, such as sadness 

and anger. Also, some emotions, such as fear, are not often seen in societies where 

personal security is typical.  

As a consequence of neurophysiologic brain structure, social influences, and 

differences in usage frequency, different emotions trigger facial muscle movements in 

 

 

Figure 24. An example image sequence for expressing surprise taken from the CK+ 

database (straight line framed – the first and the peak frames; curved line framed – 

additional middle frames). 
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different ways over time. This observation is why our system examines time sequence 

frames at the one third and two thirds points of every sequence (see Figure 24). 

Lucey et al. (2010) only examines the first (neutral) and the last (peak) 

expression frames, and does not take into account the facial changes that lead to the 

peak expression. However, middle frames were used during a visual inspection of the 

clip, to determine whether the expression is a good representation of an emotion. In 

our work, two frames, one third and two thirds along the image time sequence, proved 

an excellent way to distinguish precisely between emotions, and reduce the overall 

error. 

Similarly to the 68-feature vectors described early, the distances from the first 

middle frame (M1) and the neutral frame, as well as the second middle frame (M2) 

and M1 were calculated using the Euclidian distance formulas: 

 

 (22) 

 

 (23) 

 

In equation 22, d1i subtracts the Euclidian distance of each i landmark from the base-

point (the 34
th

 landmark) in M1 from the distance of the landmark from N. Equation 

23 for d2i is similar but subtracts the distance from M2 and M1. 

 

3.3.1.3 Movements along the x- and y-axes 

After making our system more resistant to head movement errors and adding 

middle frames, it showed great improvements for recognizing all emotions, but errors 

were still present, especially when detecting sadness. Our data shows that happiness 

and sadness yields similar distances (from the neutral to the peak frames) for the 

points at the edge of the mouth. Unfortunately, those points are the most important for 

recognizing happiness, and so sadness can be confused with happiness. While 

smiling, edge points drastically change along the x-axis, with almost no changes in 

the y-axis. However, sadness shows small changes on both axes, which made the 

Euclidian distances for happiness and sadness at the edge points almost the same. To 

2 2 2 2

, 2 34, 2 , 2 34, 2 , 1 34, 1 , 1 34, 12 ( ) ( ) ( ) ( )i i M M i M M i M M i M Md x x y y x x y y       

2 2 2 2

, 1 34, 1 , 1 34, 1 , 34, , 34,1 ( ) ( ) ( ) ( )i i M M i M M i N N i N Nd x x y y x x y y       
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address this problem, we factored the landmark changes on the x- and y-axes into our 

calculations, using: 

 

 (24) 

 

 (25) 

 

dxi and dyi subtract movements in the x- and y-axes of landmark i from the base-point 

(the 34
th

 landmark) in the peak (P) frame and the neutral (N) frame. 

These feature vectors improve the results, giving perfect results for detecting 

happiness and sadness on CK+, and improving the recognition of the other emotions. 

 

3.3.1.4 Experimental setup on CK+ 

The CK+ database (Lucey et al., 2010) includes 593 image sequences using 

123 subjects. The sequences vary in duration (from 6 to 71 frames) and each one 

presents a subject’s face from the first (neutral) frame to the peak formation of the 

given facial expression. An image sequence for a surprised expression is displayed in 

Figure 24.  

  

Table 11. Frequency of emotions in the CK+ database. 

Emotion Number of sequences 

Happiness 69 

Sadness 28 

Surprise 83 

Anger 45 

Fear 25 

Disgust 59 

Contempt 18 

Total 327 

 

, , ,34 ,34( )i P i N i P Ndx x x x x   

, , ,34 ,34( )i P i N i P Ndy y y y y   
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Lucey et al. (2010) decided to evaluate the sequences by studying the middle 

frames in each image sequence. They concluded that only 327 of those 593 sequences 

represent a natural emotion expression. The other sequences, which failed their 

criterion, were discarded from their experiments. The final inventory of their selection 

process is given in Table 11. 

Our work focuses only on the six basic facial expressions, so contempt 

sequences are not included, resulting in 327 – 18 = 309 samples for our experiments.  

Our feature vector for each image sequence comprises 342 features comprised 

from the following:  

 68 features for the displacements (for each of the 68 landmarks) between 

the natural (N) and the peak (P) frames. 

 68 features for the displacements between the frame at the one third point 

of the sequence (M1), and N. 

 68 features for the displacements between the frame at the two thirds point 

of the sequence (M2), and M1. 

 2 x 68 features for movements along the x- and y-axes from N to P.  

 1 feature for the number of frames in the sequence.  

 1 feature for the presence/absence of nose wrinkles (Lucey et al., 2010).  

 

Figure 25 presents examples of the feature vectors for each basic emotion. Our 

feature dataset is represented as a 309 x 342 matrix, relating each of the sequences to 

their features. 

In several other studies, such as Lucey et al. (2010) and Michel (2003), linear 

SVM has produced good results, and proved to be simple and effective for classifying 

facial expressions. Motivated by those studies, we tested our 309 x 342 dataset with a 

linear one-versus-all (i.e. anger vs. not-anger, happiness vs. not-happiness, etc.) multi-

class SVM classifier, utilizing the leave-one-subject-out cross-validations method. 

The MATLAB’s libsvm toolbox (Chang and Lin, 2011) was used in our experiments. 
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Figure 25. Example of facial expression feature vectors for each basic expression 

obtained by our proposed approaches. 

 

 

3.3.1.5 Results on CK+ 

 Our main focus was improving recognition results for the six basic facial 

expressions: happiness, sadness, surprise, anger, fear, and disgust. Lucey et al. (2010), 

however, added contempt as a new emotion, and used 118 different training and test 

sets for emotion detection. Removing contempt from our experiments raised the 

recognition rate slightly, but our usage of bigger training and test sets, made the rates 

drop, producing results similar to those of Lucey et al. (2010). 

 The use of frame base-points made our system more resistant to head 

movement errors. Also, adding middle frames (at the one third and two thirds point of 

every sequence) increased the distinction between emotions. Furthermore, our 

observation of movements in the x- and y-axes reduced the confusion between some 

emotions. Finally, additional features that represent a sequence duration (using the 

number of frames) for an emotion, and a nose wrinkle detector, as calculated by 

Lucey et al. (2010), improved our results by making a more significant difference 

between positive and negative emotions. A summary of our accuracy results are 
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displayed in Table 12, with the rows and columns: happiness, sadness, surprise, anger, 

fear, and disgust, respectably in both directions. The main diagonal represents 

correctly classified samples (happiness classified as happiness, sadness classified as 

sadness, etc.), while the other fields represent the system error. 

 

Table 12. Our summarized facial expression recognition results. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. 

Hap. 100 0 0 0 0 0 

Sad. 0 100 0 0 0 0 

Sur. 0 1.2 97.6 0 1.2 0 

Ang. 0 0 0 93.3 0 6.7 

Fear 8.0 4.0 0 0 88.0 0 

Dis. 0 1.7 0 1.7 0 96.6 

 

 

3.3.1.6 Result comparison 

Table 13 compares the accuracy results obtained with our method and with 

those from several related papers. 

Visutsak (2005) uses the displacements of only eight points from the lower 

part of the face for classifying basic expressions. His results are good for detecting 

happiness and surprise, but his 8-feature vectors are not informative enough for the 

other four emotions, yielding lower results, and a total accuracy of 74.5%. 

Michel (2003) employed the Eyematic FaceTracker application to extract 22 

facial landmarks, but outperforms our results only for the recognition of surprise, due 

to his smaller training and test sets (20 samples per emotion). His final recognition 

rate is 86.3%. 

Sebe et al. (2007) presents an emotions database composed from spontaneous 

reactions caught using hidden cameras. They utilized Bayesian networks, k-nearest 

neighbor (kNN), and SVM classifiers, producing an accuracy average of 93.6%. Their 

results outperform ours when recognizing fear (see Table 13), probably due to the 

usage of spontaneous expressions in their experiments. Fear is particularly difficult to 
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express on demand, so their approach captures facial movements that are absent in 

acted databases such as CK+. However, our total accuracy, using a simple method, 

outperforms their results. 

 

Table 13. Facial expression recognition result comparison. 

 A c c u r a c y  [ % ] 

 
Hap. Sad. Sur. Ang. Fear Dis. Total 

Paper Database 

Proposed method CK+ 100 100 97.6 93.3 88.0 96.6 96.8 

Lucey et al. (2010) CK+ 100 68.0 96.0 75.0 65.2 94.7 88.6 

Sebe et al. (2007) Their own 95.7 92.0 88.7 91.2 94.7 85.6 93.6 

Michel (2003) CMU 95.3 85,6 98.8 78.4 76.2 83.9 86.3 

Visutsak (2005) JAFFE 91.5 61.0 97.5 67.7 66.7 62.3 74.5 

 

  

Lucey et al. (2010) extracted 68 landmarks with AAMs, and produced 

excellent results for detecting happiness and surprise. Their nose wrinkle detector, 

which was also utilized in our system, meant that the recognition of disgust had high 

accuracy. However, sadness, anger, and fear have much lower recognition rates than 

in our work. They reached final recognition rate of 88.6%. 

 Our results show that our system produces excellent recognition rates for all 

the six basic emotions. In particular, the recognition of sadness, anger, and fear are 

drastically improved with our approach. Our overall accuracy outperforms results of 

other works, with total recognition rate of 96.8%. 

 

3.3.2 Automatic facial points extraction 

MATLAB’s VideoIO toolbox (Dalley, 2006) gives easy, flexible, and efficient 

read/write access to video files in MATLAB, and was used to extract video frames 

from our recordings. Then, facial features were tracked and analyzed from sequences 

of images. 
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3.3.2.1 Selecting important landmarks and regions of interest 

 In order to make our system completely automatic, our experiments do not 

employ AAM approach as in study by Lucey et al. (2010), which is a semi-automatic 

approach that requires manual notation of facial landmarks. Instead, we propose fully 

automatic facial landmarks detection methods that show excellent results on CK+ and 

our Thai emotion audiovisual database. 

 In several related studies on facial expression recognition, it is concluded that 

eyebrows carries biggest piece of information on expressed emotion. For example, 

unless it is a part of the blinking stage, movements of eyes are almost always followed 

by even more prominent eyebrow movements, thus it seems that eyes are, comparing 

to eyebrows, completely unnecessary in correct recognition of facial expressions. This 

assumption was put on test (see Table 14), and showed that, from the group of 68 

landmark points, obtained by Lucey et al. (2010) on CK+, using only points on 

eyebrows yields great results for happiness and surprise, which are two emotions that 

we were focused on to improve from speech emotion recognition results. 

Furthermore, Table 14 also shows that from all points on eyebrows, middle eyebrow 

points show best results. 

 

Table 14. Facial expression recognition results using different eyebrow landmarks. 

Selected points Hap. Sad. Sur. Ang. Fear Dis. 

5 points on each eyebrow 59.4 0 97.6 0 0 5.1 

3 points on each eyebrow 58 0 97.6 0 0 5.1 

Mid-point on each eyebrow 75.4 0 96.4 28.9 0 39 

 

 Table 14 proves that using only the middle eyebrow points can yield very 

good results in detecting happiness and surprise. These preliminary tests, as a part of 

our point selection phase, were conducted as described in subchapter 3.3.1, but using 

only several eyebrow points out of the set of 68 points, and without using the middle 

frame in calculations, as proposed earlier on. The final results on facial expression 

recognition, after extracting facial points using our proposed approaches, are 

presented in subchapter 3.3.2.5 (on CK+) and subchapter 3.3.2.6 (on our database). 
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 Beside eyebrows, points on mouth can reveal a lot about expression. However, 

due to the fact that subjects in our database move lips while speaking, standard 

approach of tracking mouth points displacement in each frame would not be useful, 

because of the speech interference. For example, pronouncing vowel “o” in happy 

expression could be misclassified as an expression of surprise, and so on. Of all the 

mouth points, lip-corners are especially important for emotion recognition, as they are 

used to detect smiles (lip-corners pulled), in happy expressions, but can also detect 

sadness (lip-corners depressed), and surprise (upper lip raised, making lip-corners 

closer). Thus, in our calculations the mean value of displacement of lip-corners was 

used. Since all recorded subjects read the same text of 972 most commonly used Thai 

words, the mean movement of the lip-corners throughout the whole recording file 

should differ from emotion to emotion. For example, the mean value of all the 

recordings of happy expressions should show wider lip-corner positions than in the 

recordings of other emotions. 

 To this list of points, the septum was added, so that the head movement 

corrections (see subchapter 3.3.1), explained earlier on in this thesis, can be calculated 

and involved in our proposed method. 

 The following text in this subchapter gives a detailed explanation of 

techniques used for obtaining five facial landmarks (2 x middle eyebrow point, 2 x 

lip-corner points, 1 x septum) used in our system, followed by the results on CK+ and 

our Thai emotion audiovisual database.  

As a starting point, in each frame ROI for face, eyes, and mouth were selected 

using Face Detector. Figure 26 shows face detection results on CK+ and our database. 

 

 

Figure 26. Face detection results for CK+ and our database. 
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 Due to the much less controlled illumination in our database, in some frames 

we experienced a problem with the Face Detector, resulting with unrecognized facial 

ROI. To address this problem, if the recognition was unsuccessful, the Gabor mask, 

which lit a frame and made a stronger contrast, was introduced. The Gabor mask was 

re-used, making a face region lighter, until the recognition of ROI of a face was 

successful. 

 

3.3.2.2 Detecting middle eyebrows points 

 Two already selected ROIs for eyes were expanded so that they cover both 

eyes and areas under the eyes close to the mouth region. These two regions were then 

removed from image in order not to influence the recognition process of eyebrows 

and the septum, and two regions above were selected as ROI of the left and the right 

eyebrow. Figure 27 presents an example of masking eyes inside the already selected 

ROI of a face, and show selected ROI for both eyebrows. 

 

 

Figure 27. Selected ROIs for the left and right eyebrows, with masked eyes. 

 

 On the selected ROIs of both eyebrows, the Canny edge detector with a 

variable threshold was employed. In the Canny edge detector method, the threshold 

can vary from 0 to 1, where smaller values increase the detector’s sensitivity (see 

Figure 28). 
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Figure 28. Canny edge detector outputs for a right eyebrow image,  

with values of 0.1, 0.3, 0.5, 0.7, and 0.9. 

 

Increasing the threshold reduces the detector's sensitivity to noise, at the 

expense of losing some of the finer details in the image. Therefore, a number of edges 

that are recognized depend on an image itself. The same threshold can detect only one 

short edge in one image and detect many edges in the other, depending on the image 

quality, contrast, size etc. Our proposed solution is to use a variable threshold.  

 

 

Figure 29. Pseudo-code of edge detection processing on eyebrow images. 

 

Prior to our experiment with a different threshold in the Canny edge detector, 

edges along x-axis in output edge detector frames were removed using the 

MATLAB’s medfilt2 function. This step filtered out some unnecessary vertical edges 

in the frames, such as hair and wrinkles. Unfortunately, due to the curvy shape of the 

eyebrow, removing some vertical edges also influenced this main eyebrow edge by 

Percentage_of_white_pixels = 0 

Threshold = 0.99 

 

WHILE Percentage_of_white_pixels < 2 AND Threshold > 0     

 
    Edges = Detect_edges(Eyebrow_image,'Canny',Threshold) 
     

    Image_without_vertical_edges = Median_filter(Edges) 

 

    Reconnected_edges_by_45 =  

           Dilate_image(Image_without_vertical_edges,’line’,45) 

    Reconnected_edges_by_135 =  

           Dilate_image(Reconnected_edges_by_45,'line',135)) 
 

    Image = Reconnected_edge_by_135 

 

Percentage_of_white_pixels = `     

       100 * (No_of_white_pixels(Image) / No_of_pixels(Image)) 

 

    Threshold = Threshold - 0.005  

    %lowering down the threshold until we reach 2% of white pixels 
END WHILE 
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disconnecting it in several places. Using the MATLAB’s imdilate function, 

disconnected edges are successfully re-connected in 45 and 135. Figure 29 presents 

the pseudo-code of this filtering process, while outputs of the edge detector in each 

proposed step is shown in Figure 30. 

With vertical edges removed, and the main eyebrow edge re-connected, the 

best edge detector threshold was calculated. In our experiments, both on CK+ and our 

database, best detection results were shown when the percentage of edges (white 

pixels) per detector’s output was around 2%. Accordingly, the threshold started with 

the highest value of 1, and was decreased until the area of the edges was just above 

the 2% of the whole frame (see Figure 29).   

 

 

Figure 30. Example of left eyebrow edge detection with: a) Canny edge detector,  

b) after removing vertical edges, and c) after re-connecting the edges. 

 

  

As displayed in Figure 30, vertical edges became only small disconnected 

areas, while the main eyebrow-edge presents the largest shape. By finding a center of 

 

 

Figure 31. Example of middle eyebrow points detection using AAM (top),  

and our method (bottom). 
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the largest area in a final image, we extracted the middle eyebrow point that was then 

used in our experiments on facial expression recognition. Figure 31 shows examples 

of middle eyebrow landmark detection results on CK+, with extracted points (Lucey 

et al., 2010) using AAM (top), and using our proposed method (bottom). 

 

3.3.2.3 Detecting lip-corner points 

 After selected ROI of mouth, the Canny edge detector was performed to 

extract lip-edges. Figure 32 presents an example of selected ROI of mouth on CK+ 

(left) and on our database (right). Due to the smaller picture resolution in our database 

(320 x 240 pixels), comparing to CK+ (640 x 480 pixels or 640 x 490 pixels), it was 

much more difficult to find edges in the selected mouth-region of our database. 

 

 

Figure 32. Example of ROI of mouth on CK+ and our database. 

 

More importantly, unlike in eyebrow edge detection, a variable Canny detector 

threshold in detecting lip-edges showed poor results. The reason for this is that there 

are not many new edges that can occur with eyebrow movements, apart from some 

wrinkles that almost completely vanish removing the edges in x-axis (as already 

explained above), while lip movements can reveal new edges, such as teeth. For 

example, teeth seem to be more easily detected with the edge detector than lips. 

Accordingly, if the fixed threshold of 2% of white pixels is used in the image 

sequence that represents a happy expression, the first neutral frame will correctly 

detect lip edges, but the second “smiling” frame will not. In the second frame, 

detector lowers down the variable threshold detecting edges that corresponds to 

location of teeth. It stops detection when white pixels reach 2% of overall frame, 

before even starting to detect lips, resulting with only edges for several teeth. 

Example of this problem is shown in Figure 33. 



  58 

 

 

Figure 33. Lips edge detection on neutral and peak frames for a happy expression 

from CK+. Edges in the first frame were found correctly, but the presence of teeth in 

the second frame produced edges that resulted in an incorrect detection of lips. 

 

 Hence, in detecting lip edges, the fixed threshold of 0.7 yielded best results 

and was used for experiment on CK+, and a threshold of 0.4 for our Thai audiovisual 

database. These thresholds on these two databases detect lips in all frames regardless 

of presence/absence of teeth and other additional edges. 

  

 

Figure 34. Lip-corner points extraction for CK+ utilizing AAM (left)  

and our method (right). 

 

Similarly to eyebrow point extraction, the largest area in recognized lip-edges 

frame was selected, and the lowest and highest value in x-axis were chosen as two lip-

corners. Results of lip-corners extraction on CK+ using AAM and our proposed 

method are shown in Figure 34. 

 

3.3.2.4 Detecting septum 

 ROI for septum was chosen, in y-axis, as everything under the eyes masks and 

above ROI for mouth, and in x-axis as the region between two eye masks (see Figure 

27). Then, a mean value over y-axis was calculated on that region, with the darkest 

part pointing at the line that goes through both nostrils and the septum (see Figure 35), 

which represents a piece of a skin between two nostrils. The region just under the 
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nose is almost always the darkest part, because of the nose shadow and the presence 

of two nostrils, which are two darkest parts of that region. Figure 35 clearly shows 

this fact. 

 

 

Figure 35. Finding the darkest y-axis line in the nose ROI,  

which goes through both nostrils. 

 

 Figure 36 present three examples from CK+, and three from our database of 

successfully finding the y-value of two nostrils and the septum. 

 

 

Figure 36. Y-axis line detection results (three from CK+  

and three from our database). 

 

 With the y-value successfully extracted, the next step was to find the x-value 

of the septum. Again, two nostrils play an important role. Firstly, few lines above and 

under the already calculated y-line are added to y-line as a new ROI for nose, in order 

to reduce the possible error during extraction of y-line. Then, the histogram over x-

axis new ROI of nose is calculated, similar to the method in finding the y-value. 

 Figure 37 presents a method of finding x-values of two nostrils. As seen from 

this example, observing now x-axis, two nostrils present two darkest regions. This 

histogram was then smoothened, deleting a few unimportant small local maximums 

and minimums, and resulting with at least two global maximums. Two central 

maximums where selected, as they represent the x-values of two nostrils. 
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Figure 37. Finding x-axis values for the nostrils: a) the histogram of the ROI of the 

nose, b) the smoothed histogram, and c) the new ROI of the nose with x-axis values 

for the nostrils. 

 

 

The x-value of the septum was calculated as a mid-position of x-values of 

nostrils. An example of the extracted septum using our proposed method, on an image 

from CK+ and our database, is displayed in Figure 38. In both left and right images, 

the septum is represented as a 3 x 3 white dot, which, in the frame from our database 

(right), looks much larger due to the lower image resolution compared to CK+ (left).

   

 

Figure 38. The septum detected in CK+ (left) and in our database (right),  

using our method 
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3.3.2.5 Experimental results on CK+ 

 As already presented in subchapter 3.3.2.1, out of 68 extracted facial 

landmarks (Lucey et al., 2010), we have selected only five (2 x middle eyebrow point, 

2 x lip-corner point, 1 x the septum, to perform as a reference point in each frame) 

that seem to be the most important for correctly recognizing facial expression, 

especially happiness and surprise – two emotions that show low speech emotion 

recognition rates on our database, and whose recognition rates needed to be improved 

using facial expression recognition. 

 Our previous tests were performed utilizing SVMs, so that they can be 

compared with results from other related papers that use this same classification 

method. However, in order to be able to combine our facial expression results with 

those from speech emotion, the following experiments are trained and tested, 

similarly to experiments on emotion speech segments classification, using NNs.  

 

Table 15. NN facial expression recognition results on CK+ using middle eyebrows 

points, extracted by AAM. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. 

Hap. 76.9 0 0 7.7 7.7 7.7 

Sad. 0 83.3 16.7 0 0 0 

Sur. 0 11.1 77.8 5.6 5.6 0 

Ang. 37.5 12.5 12.5 37.5 0 0 

Fear 0 100 0 0 0 0 

Dis. 27.3 0 0 0 9.1 63.6 

 

 In Table 14, the results on SVMs using only middle eyebrow points are 

presented, showing good results for happiness and surprise, while Table 15 shows 

results of the same experiment, but using NN. Both experiments use only two 

eyebrow points and the septum as a reference point, extracted by Lucey et al. (2010), 

without employing middle frames. 

 Results in both Table 14 and Table 15 show good recognition for happiness 

and surprise, which was our main goal.  
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In the following test, displayed in Table 16, lip-corner points were involved in 

calculations, which increased the overall results. Again, all points are extracted with 

AAM (Lucey et al., 2010), and the tested dataset was composed of 309 rows (number 

of image sequences in CK+) and 12 features (displacement from the neutral to the 

peak frame, and movements in x- and y-axes for 4 selected points – 2 eyebrow points 

and 2 lip-corners). The septum was used as a reference point in all frames, in order to 

increase the recognition accuracy, as presented previously in this thesis. 

 

Table 16. NN facial expression recognition results for CK+ using the middle 

eyebrows and lip-corner points, extracted by AAM. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. 

Hap. 85.7 0 0 0 14.3 0 

Sad. 0 71.4 0 0 28.6 0 

Sur. 5.6 5.6 83.3 0 5.5 0 

Ang. 0 0 0 42.9 0 57.1 

Fear 0 14.3 14.2 14.3 42.9 14.3 

Dis. 0 0 12.5 12.5 0 75 

 

 With overall recognition rate of 72.1%, the use of lip-corners increased the 

results, especially for happiness, surprise, and fear. 

 Previous results were calculated using extracted facial landmarks (Lucey et 

al., 2010), so our next step was to test our proposed facial point extraction methods on 

CK+. Table 17 displays results obtained with the same experimental setup as the 

previous test, but with points extracted with our proposed methods, instead of AAM. 

As in the previous test, the dataset is composed of 309 samples and 12 features, that is 

309 x 12 matrix. 

 Overall accuracy of 77.6% produced with our proposed approach improved 

the overall results, comparing to the results obtained with extracted points by Lucey et 

al. (2010). Also, we can conclude that perfect facial landmarks have been chosen, as 

results in Table 17 show good performance for emotions that previously did not reach 

high rates from our speech emotion recognizer. 
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Table 17. NN facial expression recognition results for CK+ using the middle 

eyebrows and lip-corner points, extracted with our methods. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. 

Hap. 81.3 0 0 6.2 12.5 0 

Sad. 0 50 0 0 50 0 

Sur. 0 4.8 90.5 4.7 0 0 

Ang. 50 0 0 0 0 50 

Fear 50 0 50 0 0 0 

Dis. 6.7 0 0 13.3 0 80 

  

 The following step in our research, presented in the following subchapter, was 

to test our proposed methods on our Thai emotion audiovisual database. 

 

3.3.2.6 Experimental results on our database 

 The experiments on our Thai emotion audiovisual database, using a reference 

point and five selected points, classified with NN show overall recognition of 75%, 

which is similar to the same experiment conducted on CK+ (see Table 17).  

This subchapter presents facial expression recognition results on our database 

using all proposed methods in this thesis, so use of middle frames was introduced. 

However, unlike in tests on CK+ (see subchapter 3.3.1.4), video frames from our 

database could not be involved linearly over time. The CK+ represents a database of 

image sequences from neutral to peak frame, while ours is an audiovisual database in 

which subjects express a certain emotion and can reach many peaks over time. Hence, 

different approach of selecting middle frames had to be implemented. 

Firstly, as a part of our database, a few initial/neutral video clips were 

recorded. The first frames from each of those recordings were selected as neutral 

frames in our experiments. Secondly, five selected points were extracted employing 

our proposed techniques in all frames of all recordings from our database. Then, in 

each group (see subchapter 3.1), a displacement of the extracted points in each frame 

was calculated and scaled. Unlike in CK+, where the subjects’ head movements are 

gentle, the subjects in our database moved their heads in all directions, as a part of 
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their emotion statement. With use of a reference point, our calculations have become 

more resistant to left-right and up-down head movements, but we needed to make our 

calculations resistant to forward-backward movements as well. Thus, all calculated 

point displacements were scaled compared to ROI of face in the neutral and observed 

frame. Finally, a peak frame has been chosen as the one in which the displacement of 

facial points is the largest.   

The displacements of four selected points (2 x middle eyebrow point, 2 x lip-

corner point), with respect to an extracted reference point (the septum), were 

calculated between the neutral and the peak frame, and the mean values of the 

displacement of lip-corner points in all other frames in that group (that represents a 

middle frames) are added as facial features. Since the expression of emotion in our 

database is not linear over time, the middle frames cannot be chosen as frames at one 

third and two thirds over time. Also, our database involves speech that can influence 

the recognition process. For example, a happy expression, while pronouncing the 

vowel “o”, can be misclassified as a possible surprise expression, due to the round 

shape of the mouth, therefore, calculating the peak frame only with lip-corners is not 

useful on any bimodal system. However, the mean value of lip-corner displacements 

can reveal the group’s emotion. Since all subjects read the same text, average 

displacement of lip-corners vary from emotion to emotion – a mean value in 

recordings of happiness should show pulled lip-corners, depressed in recordings of 

sadness, etc. Our results show that this assumption is correct, as the final results on 

our database yields great recognition rate. 

Our final feature set involves 18 features: 

 4 features (2 x middle eyebrow point, 2 x lip-corner point) for the 

displacements between the natural (N) and the peak (P) frame. 

 8 features (2 x 4 selected points) for movements in the x- and y-axes from 

N to P. 

 2 features (2 x lip-corner point) for the displacements between the natural 

(N) and the mean value of all middle frames (M). 

 4 features (two sets of two lip-corner points) for movements in the x- and 

y-axes from N to M. 



  65 

 

The final number of groups, same as in speech emotion recognition, is 305, so 

our final data was 305 x 18 matrixes. 

In this final experiment on facial expression recognition, all of our proposed 

approaches have been combined together. Firstly, all points were extracted using our 

proposed methods. Then, employing the reference points, our calculations have 

become more resistant on head movements. The movements in x- and y-axes also 

improved the results, and involving the middle frames made the whole process more 

natural and realistic. Our final set of results on facial expression recognition reaches 

the overall recognition rate of 95.1%, and is presented in Table 18. 

 

Table 18. Facial expression recognition results on our database,  

combining all our proposed methods. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. 

Hap. 100 0 0 0 0 0 

Sad. 0 100 0 0 0 0 

Sur. 0 0 80 10 0 10 

Ang. 0 0 0 100 0 0 

Fear 0 0 0 0 100 0 

Dis. 0 0 9.1 0 0 90.9 

 

 Results in Table 18 show excellent results for all facial expressions, with the 

lowest recognition rate reached for surprise. This is probably due to the speech that 

influences our subject while recording. Even though happiness and surprise are 

considered as two most easily recognized facial expressions, this may not be true in a 

real-life situation. Many related papers show excellent recognition of surprise, but 

most of those works were tested on acted databases, such as CMU and CK+, where 

subjects can freely express any facial expression, and some of them even exaggerate. 

Many of those expressions are not likely to be seen in public. Our experiments prove 

that with presence of speech, where subjects were not able to, for example, open their 

mouth widely in a surprise, recognition of this facial expression fails. Nevertheless, 

our final set of facial expression recognition results on our database reveals that all of 
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our proposed approaches made an excellent improvement in the recognition rate, 

yielding similar performances for all basic emotions. 

 After reaching excellent facial expression results, the next chapter presents 

combining emotion recognition from speech and facial expressions, as well as the 

comparison to human performance. 
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CHAPTER 4 

FINAL RESULTS 

 

 This chapter presents comparison of our previous results to human 

performance, more detailed explanation of the method for fusing results obtained 

from speech and facial expression, and final results obtained using audiovisual 

information from our presented bimodal system.  

 

4.1 Human Performance 

 There is some work focused on human emotion recognition performance from 

audio, video, and combined audio-video recordings.  

De Silva et al. (1997) concluded in their study that happiness, surprise, and 

anger are video dominant, sadness and fear are audio dominant, while disgust (in their 

experiments categorized as dislike) shows mixed results.  

In his research on Spanish and Sinhala, Chen (2000) presented that Spanish 

speakers’ emotions are more easily recognized from video recordings, while audio 

emotion recognition yielded better results for Sinhala, with constant misclassification 

of anger as disgust, and disgust as anger for both languages. Table 19 presents his 

final human performance results. 

 

Table 19. Human emotion recognition performance for Spanish and Sinhala  

(Chen, 2000). 

 Spanish Sinhala 

Video-only 53.8 % 26.8 % 

Audio-only 41.7 % 32.3 % 

Audio-video 53.4 % 39.9 % 
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Analyzing Table 19, the interesting thing is that video emotion (facial 

expression) recognition in Spanish achieved slightly better results than audiovisual 

performance. However, both in Spanish and in Sinhala, audiovisual performance 

showed much better results than average performances using only audio and only 

video recordings. 

 The following table, Table 20, displays human emotion recognition 

performance in Thai, using our database. Results are listed for only audio, only video, 

and audio-video performance of each six emotions. 

 

Table 20. Human emotion recognition performance on Thai, from audio-only,  

video-only, and audio-video recordings. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. Overall 

Audio 95.7 69.1 0 28.2 0 48.1 44 

Video 63.9 93.3 0 32 34.5 49.9 46.8 

Audio-video 70.8 96.4 7.7 63.6 27.8 40 59.8 

 

 Comparing to the results in Spanish and Sinhala, human performance in Thai 

yields higher accuracies. This is probably due to the fact that, unlike in the 

experiments in Spanish and Sinhala, where employed subjects were not familiar with 

these two languages, our tests gathered two Thai native speakers. Having that in mind, 

it is understandable that human performance on our database shows better results in 

audio, video, and joint audio-video recordings. Being natives, our subjects are 

familiar with ways of expressing emotions in speech, as well as with common facial 

expressions for Thai people. 

 Furthermore, it seems that expressing and recognizing emotions in Thai differ 

from some universal emotion recognition experiments. For example, happiness yields 

good audio-video results, which is expected, but it performs much better results using 

only audio cues. Happiness is generally considered as a strong visual emotion, which 

was not the case in our experiments. Also, surprise reaches particularly low results, 

with the highest results obtained for sadness. Surprise is, like happiness, a visual 

emotion, but this low performance shows that this is not the case when speech is 
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involved. Speech interferes with the subjects’ facial expressions, so they were not able 

to express it as strongly as in any acted facial expression database. Also, surprise 

alone acts more like a trigger emotion, to switch our attention to something, so it was 

difficult to express it constantly over recording time, keeping, for example, the mouth 

wide open in a surprise. Also, fear seems to be difficult for both expressing and 

recognizing. 

These results can tell us much about Thai emotion expression and public 

behavior, where happy and sad emotions seem to dominate, therefore, they are much 

easier to recognize. However, our system overall accuracies for audio, video, and 

audio-video performances, overtop the human performance. 

The following two tables, Table 21 and Table 22, present results comparison 

of human performance and our system performance for audio and video recordings. 

 

Table 21. Comparison of human and our system speech emotion performance. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. Overall 

Audio ( human ) 95.7 69.1 0 28.2 0 48.1 44 

Audio ( system ) 12.9 75 42.3 97.5 100 77.2 72.4 

  

Table 22. Comparison of human and our system facial expression performance. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. Overall 

Video ( human ) 63.9 93.3 0 32 34.5 49.9 46.8 

Video ( system ) 100 100 80 100 100 90.9 95.1 

 

 Comparison of our final audiovisual results with human performance from 

audio-video recordings is presented in subchapter 4.3. 

 

4.2 Speech-Facial Result Fusion and Classification 

In our speech emotion recognition and facial expression recognition 

experiments, we utilized 2-layer (different number of input nodes) feed-forward back-
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propagation NN with 1 hidden layer and different numbers of hidden nodes, 

implemented using MATLAB’s NN toolbox. As shown previously, use of 40 hidden 

numbers in a hidden layer yields best performance. 

The classification of speech features and face features was done separately, 

with the aim of achieving high accuracy from the speech emotion recognition, and 

then improving it by analyzing face features. Accordingly, face features were not 

examined as equally important features, but rather as additional, auxiliary features to 

be used only if the classification of a segment of an examined audio file is below a 

certain threshold. 

After the NN classifier had been trained, and string of emotion speech 

segment grouped together, the classification results for that group might look like [0.6 

0.1 0.2 0 0.1 0], meaning that this group is closest to be classified as emotion 1.  

On the other side, facial features were extracted from relatively low quality 

video and could have misled the classifier. Therefore, tracking was carried out on the 

face features taken from low quality video and utilized as an additional set of features. 

Even though these features were extracted from low quality video clips, they still 

improve the overall system accuracy.  

Examining the output data of speech processing, it is clear that the speech 

emotion recognition errors come from resulting data with a low top value. For 

example, a speech group could be classified with a low top value [0.52 0.49 0 0.02 0 -

0.05]. That group would be placed in emotion class 1, but with a high error 

probability, because there is a high chance (49%) that it should be in class 2.  

Our experiments show that part of the system error comes from the 

classification of segments for which the highest emotion value is lower than 0.54. If 

the classification result for a segment is lower than this set threshold (e.g. [0.52 0.35 0 

0 0 0.13] has highest value of 0.52), then face features are introduced to improve the 

classification decision with both speech and facial features.  

The second threshold that was put to test was the usage of speech-face ratio if 

the face features are involved in classification. On our Thai audiovisual database, ratio 

of 32%-68% (speech-to-face) yields best results. 
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4.3 Final Results using Our Proposed Bimodal System 

 The main goal of this thesis was to research what speech features can improve 

the speech emotion recognition, build a speech emotion recognition system, and 

improve it with face feature analysis. 

 Results on speech emotion recognition are presented in subchapter 3.2.2, and 

results on facial expression recognition in subchapter 3.3.2.6, with a next step to 

combine those results together. 

 Our experiment on bimodal information involved two thresholds.  

 

 

Figure 39. Pseudo-code of finding the best values for two thresholds for fusing 

emotion speech and facial expression recognition rates. 

MAX_RATE    =  0 

TOP_1       = -1 

TOP_2       = -1 

 

Threshold_1 = 0 

 

WHILE Threshold_1 < 1 

  

 Threshold_2 = 0 

 

 WHILE Threshold_2 < 1 

   

  FOR i = 1 TO No_of_elements_in_speech_group 

 

   IF max(Speech_group(i)) < Threshold_1 

 

      Group(i) = Threshold_2 * Speech_group(i) + 

          + (1 - Threshold_2) * Face_group(i) 

   ELSE 

      Group(i) = Speech_group(i) 

 

   END IF 

  END FOR 

 

  IF Recognition_rate(Group) > MAX_RATE 

    

   MAX_RATE = Recognition_rate(Group) 

   TOP_1 = Threshold_1 

   TOP_2 = Threshold_2 

  END IF 

 

  Threshold_2 = Threshold_2 + 0.01 

 END WHILE 

 

 Threshold_1 = Threshold_1 + 0.01 

END WHILE 
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The first threshold represents the speech emotion top probability under which 

facial expressions are introduced and mixed with the speech results. For example, 

each group is classified as a string of values [0.8 0.1 0.1 0 0 0], which present the 

probability that this examined group should be classified in class 1, class 2, class3, 

class 4, class 5, and class 6 respectively. If our first threshold is, say 0.9, then if the 

top probability is under that threshold, facial expression results are involved in the 

experiment; if not, the final decision is based only on speech. In the previous 

example, the top probability of 0.8 is lower than the set threshold, therefore, the facial 

feature for that group would be included in the calculations. 

The second threshold is connected with the ratio of speech and face features if 

the facial features are included. 

Accordingly, (see Figure 39) the first threshold in this final experiment shows 

when to involve facial results, and the second threshold, if the facial features are 

involved, answers how much. Our final experiments using both speech and facial 

features show that the best results are obtained when the first threshold is 0.54, with 

the second threshold of 0.32. This means that facial results will be included only when 

the top speech emotion probability is under 0.54, and, if it is below that value, with 

the radio of 32% of speech and 68% of facial information. This proves that speech 

emotion recognition can produce relatively good results, but if the recognition is 

uncertain, then facial expression results play more important role with 68% of overall 

accuracy. 

 

Table 23. Emotion recognition results after fusing speech and facial results. 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. 

Hap. 71 3.2 9.7 0 12.9 3.2 

Sad. 2.1 89.6 0 2.1 6.2 0 

Sur. 1.9 0 86.6 9.6 0 1.9 

Ang. 0 0 0 100 0 0 

Fear 0 0 0 0 100 0 

Dis. 0 3.5 7 0 0 89.5 
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Our overall accuracy using 0.54 and 0.32 thresholds shows 91.1% recognition 

rate, with more detailed results presented in Table 23. Interestingly enough, highest 

recognition accuracies for each of the six basic emotions were reached with these two 

threshold values, which proves that we found the perfect speech-face combination for 

recognizing emotions in our study. 

 The following figure, Figure 40, displays overall recognition rate depending 

on these two thresholds. 

 

 

Figure 40. Part of our system’s emotion recognition rate’s sensitivity, depending on 

the two thresholds (light gray = a low recognition rate; dark gray = a high 

recognition rate). 

 

  

Figure 40 partly displays our system’s sensitivity depending on two 

thresholds. Both thresholds are represented in percentages, where threshold 1 is 

percentage below which facial expressions are included in the calculations and 

threshold 2 the percentage of used speech results if both audio and visual information 

are used. Low recognition rates are plotted with light gray and high rates with dark 

gray color. As seen in Figure 40, the highest recognition rates are achieved with 

threshold 1 around 60%, and threshold 2 around 35%. 
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 Table 24 displays our final system performance compared with human 

performance from audio-video recordings. 

 

Table 24. Comparison of human and our system’s final emotion recognition 

performances (audio + video). 

Accuracy [%] Hap. Sad. Sur. Ang. Fear Dis. Overall 

A+V   ( human ) 70.8 96.4 7.7 63.6 27.8 40 59.8 

A+V   ( system ) 71 89.6 86.6 100 100 89.5 91.1 

 

  

Our future work will be to focus on improving audio-video performance for 

sadness, which shows better results in human recognition, and improve the speech 

emotion recognition for happiness. Nevertheless, our final system performance far 

surpasses the human performance with 91.1% to 59.8% recognition rates. 

 The fact that both our system and the human emotion recognition performance 

for audio-video recordings show better results than using only audio or only video, 

proves that both hearing and vision play an important part in recognizing emotions in 

Thai language, which was the main goal of this thesis. 
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CHAPTER 5 

DISCUSSION AND CONCLUSION 

 

 This chapter includes the discussion and conclusion of our study, and presents 

research contribution of this thesis. At the end of the chapter, and the thesis, a list of 

suggested future improvements is provided. 

 

5.1 Discussion 

Emotion recognition systems that utilize only speech or facial expressions do 

not represent a realistic way of communication and expressing emotions. In everyday 

life, humans use both vision and hearing to recognize emotions, thus this bimodal 

approach presents a more realistic and intuitive way of detecting emotional states. 

In our research, the source of all difficulties came from our database. First of 

all, it seems that the recording of 972 words in six emotions by six students was too 

large for the first research of this kind for Thai. For example, in the speech emotion 

processing phase, after cutting all recording files into 30ms sound-segments (with 

20ms overlapping), we ended up with a matrix of around 450,000 rows, that was too 

large to train in a single NN. Instead, our dataset was cut into blocks of maximum size 

that can be trained in a single NN (around 20,000 rows per block), and the final 

results calculated as an average value of all outputs from those blocks. This technique, 

however, does not produce results as accurate as if trained in a single NN. 

While recognizing facial expression, our biggest problem was our database 

video resolution of 320 x 240 pixels. Even though image resolution and size is not an 

issue in image processing these days, we certainly came across several problems 

because of it. For example, ROI for eyebrows in our database presents a small image 

of say 20 x 20 pixels, which is then hard to find any edges in. Comparing our database 

with the standard database of facial expressions, such as CK+ that was also used in 

this thesis experiments, the resolution of some ROIs in the frames from our database 
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was too low, with less controlled lightning, and smaller contrast. Furthermore, in 

order to make them feel more relaxed, our subjects were told to move freely during 

recording, which resulted in probably more realistically expressed emotion, but with a 

more difficult job in the image processing stage, especially in capturing facial 

landmarks. However, we have proposed methods that show great results on both 

standard database CK+ and on our database. 

Finally, the largest problem with our database is the fact that all subjects 

during the recording get, at some point, tired of expressing a certain emotion, 

especially if they are to read almost 1,000 words. This problem is a universal issue in 

all acted databases. There are still many critics of acted database, saying that they do 

not represent a natural expression of emotions. However, recent studies show that the 

problem is not in the use of actors, but in an approach of recording acted databases. 

Firstly, as stressed in several studies on human behavior, subjects’ actions become 

completely unnatural the moment they realize or suspect that they are recorded. This 

issue was tried to be resolved using hidden cameras and asking the subjects for their 

agreement on using those recordings, once the recordings are done, but even this 

approach, by some experts, is not completely correct. What one needs to do in order 

to make a perfect emotion audiovisual database is to record people’s reactions in a 

real-life situation, without them knowing that they have been filmed, which is all 

together, of course, completely impossible. There lies the biggest problem in the field 

of emotion recognition – the inability to capture completely natural emotions. Hence,  

lacking some standard audiovisual emotion database with fully natural expressions, 

researches turn to acted emotions, as they can produce the largest testing dataset, and 

try to make all recorded subjects, as we did, as relaxed as possible, in order to capture 

emotions as naturally as possible. 

Of course, there are several issues on emotions as well. For example, 

happiness is very easy to express, because it is the most frequently expressed emotion, 

but there is a big difference between acted and natural happy expression. On the other 

hand, fear is particularly difficult to express on demand. People are usually not sure, if 

asked on demand, how this facial expression even looks like. Fear is part of the 
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human defensive mechanism, thus being a highly instinctive emotion, difficult and 

rarely expressed. 

Nevertheless, this thesis proposes several methods and approaches that 

reached excellent results in different databases, and surpassed our expectations with 

91.1% recognition rate. 

Our idea is that both audio and vision play a crucial and inseparable role in 

recognizing emotions. Accordingly, in order to successfully recognize emotions our 

system is based on building a speech emotion recognition system and improving it 

with face feature analysis.  

There are some emotions that are strong “visual” emotions and some that rely 

more on hearing. Opposite to results of several related work on facial expression 

recognition, our results on emotion recognition from speech show great performance 

for all emotions, except happiness and surprise – emotions that are considered as most 

easily recognized facial expressions. Our feature selection methods chose ZCR and 

energy from short-time sound signals to be most informative in distinguishing our 

database speech in emotional groups, and were tested with the well-known MFCC 

technique. The reason why ZCR and energy show good results on our database 

probably lies in Thai language and culture. It seems that Thai people, unable to 

change tones of words in order not to change the meaning, tend to increase speech 

rate and/or use harder/softer voice to express their feelings. 

On the other side, we proposed several approaches on improving facial 

expression recognition, with automatic facial landmark extraction. Experimental 

results on CK+ proves the quality of our methods, while using our database reached 

results that were then added to speech emotion process. With use of facial features, 

we have managed to increase the speech emotion results of 72.4%, utilizing two 

variable thresholds in pursuit of the best combination of speech and facial 

information, and yielded the final rate of 91.1%, over-performing human recognition 

results and proving that both speech and facial gestures are important in recognizing 

emotions. 
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5.2 Research Contribution 

This project is the first of its kind for Thai, therefore, we had to record an 

emotion speech audiovisual database prior to our experiments. This database can be 

used in any related project for speech emotion recognition in Thai, in any facial 

expression recognition project, or used as a starting database in recording a newer 

version of audiovisual database for further research. The whole database will be left to 

professors and students of the Department of Computer Engineering at PSU, for 

further research, use, and development. 

With usage of feature selection methods, we have found out and concluded 

which features are useful in detecting emotions from Thai speech. Two selected 

features, short-time ZCR and short-time energy, have reduced the error and, with the 

use of the standard MFCC method, produced good results on our database. However, 

results for happiness and surprise from speech did not yield good results, and our 

following step was to increase recognition using face feature analysis. 

Our facial expression recognition system introduces several new approaches. 

First, only five most important facial landmarks were selected, and fully automatic 

extraction of those points proposed. Secondly, the significance of employing the 

reference point in all frames, to make calculations more resistant to head movements, 

with additional observation of displacements in x- and y-axes, was proven. Also, in 

our more neurophysiologic approach, the usage of middle frames in all facial 

expression recognition systems was presented. Facial emotions are expressed 

differently over time, so middle frames (frames that lead to the peak expression 

frame) can also reveal a lot about the emotional state of a subject. Facial expression 

tests were performed on standard database (CK+) and our database, and reached 

excellent performance. 

With a proposed way of combining speech and face features, facial expression 

analysis increased our emotion speech recognition rate from 72.4% to 91.1%. These 

final results from bimodal information completely surpass human performance, and 

prove that our approach of utilizing emotion recognition from both speech and face 

was justified.  
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All proposed methods from this thesis show great results, are easily 

implemented, intuitive, and can be employed in any related project. 

 

5.3 Future Work 

 Our several preliminary tests of speech emotion recognition on a portion of 

our database showed excellent results using ZCR and energy. However, this 

recognition rate dropped when used on the whole database, partially because we were 

not able to train it in a single NN. Our sound-segments of 30 ms were first completely 

randomized, and then the whole randomized dataset cut into blocks of maximum size 

that was possible to be placed and trained in a single NN. However, this approach 

reduces that overall accuracy, so part of our future work is to implement NN that is 

able to train our whole database in a single network. A possible solution is to change 

the MATLAB’s NN toolbox so that it can read our data from a text file, instead of 

working in a current batch mode. 

 With the previous obstacle removed, speech emotion recognition rate would 

certainly be increased. Then, we will focus on how to more correctly capture 

happiness from Thai speech. Recognition of happiness show poor results from speech, 

which was expected, since happiness is a highly “visual” emotion, but it shows lower 

results than other emotions in our final bimodal experiments too. Accordingly, we 

will focus on finding a speech feature that distinguishes happiness alone from other 

emotions, and we shall hopefully increase the speech emotion recognition results. 

 Even though our final facial expression recognition, after involving all our 

proposed techniques, yields excellent accuracy of 95.1%, there is still room for 

improvement. In particular, disgust and surprise show mutual misclassification. This 

error could be reduced using, for example, nose wrinkle detection that will be a part 

of our future work. The expression of surprise produces almost no wrinkles, because 

of the wide open mouth without raising the upper lip, and with raised eyebrows. On 

the contrary, nose wrinkles are most present during the expression of disgust. Thus, 

our approach will be to decrease the misclassification of disgust and surprise by 

utilizing a simple nose wrinkle detector. 
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 Finally, this thesis presents results on standard database (CK+) and on our 

database. Our next step would be to test our proposed methods on other publicly 

available databases. 
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APPENDIX. THE LIST OF 972 MOST COMMON WORDS 

IN THAI 
*
 

 

 

*   only first two words are numbered, with 50 words (only in Thai) per page 
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