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Abstract—This paper presents a technique of promoter
prediction from feature extraction in base sequences and
binary representztion using maximum weighting from

neural petworks. The study had tested with the-
benchmark data set which were the Drosophila
mtelanogaster promoter sequcnces from EPD, the

D. melanogaster gene sequences from Genbank, and the
Escherichia coli promoter gene sequences from UCL The
experimental results for promoter prediction received high
accuracy comparing with other methods, The trzining
time was also decreased.
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L INTRODUCTION

Promoters are responsible regions functional for the
regulation and initiation of DNA transcription [1] using
RNA polymerasell. The premoter located upstream of
the transcription start site (TSS), which informs the
enzyme RNA polymerase where to begin the
transcription. The promoter sites typically have a
complex structure consisting of multiple functional
binding sites (BSs) for proteins, called transcription
factors (TFs) involved in the transcription initiation
process [2]. The structure of promoter is show in Figure
1.

Computational prediction of promoters from the
nucleotide sequence is one of the biggest challenges
problems in sequence analysis today {3]. WNeural
Networks is an important knowledge in data mining
because data can be separated into groups with high
accuracy [4].
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Figure 1. The structure of promoter,

The structure of neural networks imitate the human
brain structure that composes of three layers which are
input layer, hidden layer, and output layer. The hidden
layer can be more than one layer, which is calted Multi-
Layer Perceptron (MLP). The layer of neural networks
compeses of multi-neurons connected as netwerks with
the parallel structure [5,6]. The structure of each neuron
of neural networks is shown in Figure 2 {7] .
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Figure 2. A neuron
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Let variable i be the number of node, variable x be
the input data, variable w be the weight value, variable b
be the bias vatue, and variable » be the output of
summation function, The summation function is shown

in{(1).
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Let variable y be the output of activation function.
The activation function in {2} is called sigmoid
activation function.

(2)

Neural Networks is used to one of the attractive
fields of computaticnal biology, and especially in the
area of computational DNA sequence analysis, to
predict the promoter sites. The example of promoter
prediction algorithms vsing neural networks is Promoter
Prediction using Time-delay Neural Networks (NNPP)
[8].

This paper presents promoter prediction from feature
extraction in base sequences and binary representation
using maximum weighting from neural networks. The
result of the study will be in Section 3 and the last
Section will be the conclusion.

II.  METHODOLOGY

The promoter prediction from feature extraction
using maximum weighting from neural networks has 3
parts as shows in Figure 3, Part 1 is train neural
networks by normal data representation. Part 2 is
feature extraction of base sequences. In this process, we
will prune neural networks using maximum feature
weighting [4]. And part 3 is train neural networks by
binary data representation.

In part 1, we will train neural networks using
backpropagation learning. The mullilayer perceptron
neural networks architecture has three layers as follows:
input layer, hidden layer, and output layer. Let x be the
input bases with n bases, h be the hidden nodes with m
nodes, and ¢ be the output attributes for class of base
sequences with 1 node, which have been represented by
1 if 1t is a promoter and O if it is a non-promoter as
shows in Figure 4. The bases representation of each
nucleotide as digits are Adenine (A) = 1, Cytosine (C) =
2, Guanine (G) = 3, Thymine (T) = 4, and no nucleotide
(N)= 5.

In part 2, we will prune neural networks from part 1

using maximum feature weighting which is considered
by the accepted weight values (Accept_w) of each layer

of neural networks between output layer to hidden layer
and between hidden layer to input layer since the larger
weight values will have more significance than the
smaller weight values. This means that the systemn will
find the maximum weight {(Max_w} of weight link and
calculate the weight that would be accepted (dccept w)
from accepted weight percentage (8) as specified by the
user. In this step, the hidden node and input node that
are not accepted will be pruned from neural networks

[4].

In part 3, we will consider only input node and
hidden node that are suggested from part 2. The process
of this part is similar to part 1 except the input base
representations of each nuclectide. In addition, the base
representations of this part as digits are A = 10000, C=
01000, G = 00100, T = 00010 and ne nucleotide (N) =
00001 as shows in Figure 5.

Part 1. Train NN by normal data representation

Part 2. Feature extraction of base sequences

Part 3. Train NN by binary data representation

Figure 3. The promoter prediction from feature
extraction using maximum weighting
from neural networks method

I,  EXPERIMENT RESULTS

The benchmark data sets are The Drosophila
promoter sequences and The E. coli promoter
sequences,
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Figure 4. Structure of neural networks of part |
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Figure 3. Structure of neural networks of part 3

1.) The D. melanogaster promoter sequences
{Promoter-Drosophila) contains 4,651 DNA sequences,
with 1,926 samples of D. melanogaster promoter
sequences from EPD, hereafter called the “promoter
sequences”, and 2,725 samples of D. melanogaster gene
sequences from Genblank, hereafter called the “non-
promoter sequences”. Let the range of promoter
sequence be from -40 (upstream) te +10 (downstream)
relative to the TSS which is defined as position +1, so
their lengths are all “51 bases {attributes). A DNA
seguence also consists of four types of nucleotides: A,
C, G, and T. However some bases have no nucleotide

™).

2.) The E. coli promoter sequences from UCI
(Promoter-Ecoli) [9] contains 106 DNA sequences, with
53 samples promoter of sequénces and 53 non-promoter
sequences. The lengths are all 57 bases (atiributes). A
DNA sequence consists of four types of nuclectides: A,
C,G,and T, .

Both data sets of experiment have data dividing for
training set by 70% and for testing set by 30%. Let the
percentage of accepted weight J = 20. The experiment
results shows in Figure 6. The normal methed means
that the neural networks is trained by normal data
representation. The binary method means that the neural
networks is trained by binary data representation. The
feature extraction and normal method means that there
are feature extraction of base sequences and normal
method. The feature extraction and binary method
means that there are feature cxtraction and binary
method. The study from beth data sets show that the
feature cxtraction and binary method gives higher
accuracy 93.8 % than the other method. The time used
for promoter prediction Figure 7. shows that the feature

extraction and binary method used much less time than
binary method.
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1V. CONCLUSION

This paper presents promoter prediction from feature
extraction in base sequences and binary representation using
maximum weighting from neural networks that has 3 parts.
Part 1 is train neural networks by normal data
representation. Part 2 is feature extraction of base
sequences. In this process, we will prune neural
networks using maximum feature weighting. And part 3
is train neural networks by binary data represcntation.
The benchmark data scts are The Drosophila proemoter
sequences and The E. coli promoter sequences. The
results of promoter prediction using feature extraction
and binary method gives higher accuracy than the other
method. In addition, the time used for promoter
prediction using feature extraction and binary method
used much less time than binary method.
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