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ABSTRACT

In Mobile IPv6, the home agent (HA) is an essential component. Mobile nodes
will not function properly if the HA cannot be reached. Enhanced Route Optimization uses a
Cryptographically Generated Home Address in Mobile IPv6, to enhance the security and reduce
the handoff delays. Unfortunately, a CGA cannot provide home prefix validation. The ‘home
test * signal remains needed for handover purposes. When the correspondent node or the mobile
node cannot connect to the home agent for any reason, a “return-to-home” flooding attack could
occur if this requirement were ignored. This thesis proposes a solution to enhance the mechanism
for Mobile IPv6 communications and avoid this problem, and thus allow Mobile IPv6 to continue

operating when no home agent is available.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Mobile Computing is becoming increasingly important due to the rise in the
number of the many new types of mobile devices, such as mobile phones and mobile computers
and the desire to have continuous network connectivity to the Internet irrespective of the physical
location of the node. The Mobile Internet Protocol (Mobile IP) is an extension to the Internet
Protocol proposed by the Internet Engineering Task Force (IETF), which enables users to
maintain nonstop connectivity using their home IP address regardless of physical movement.

The basic Mobile IPv6 protocols provide a direct way for transmitting packets
between the mobile node and correspondent node known as Route Optimization. The Return
Routability procedure [3] builds proof to the correspondent node that the mobile node is in fact
addressable at its claimed care-of address and home address. This is done by testing whether
packets addressed to the two claimed addresses are routed to the mobile node. The mobile node
can pass the test only if it is able to supply proof that it received certain data (the “keygen tokens™)
which the correspondent node (CN) sends to those addresses. Using Return Routability there can
be a long delay before a binding update (BU) to the CN is accepted.

There is a new protocol — Enhanced Route Optimization [17], which by using
Cryptographically Generated Addresses (CGA) [15] in its authentication method can avoid the
BU long delay problem. Using this mechanism, we could reduce the handoff latency, securely
authenticate a mobile node (MN) without preconfigured credentials or a public-key infrastructure,
and reduce the level of signaling overhead compared to a base mobile IPv6 correspondent
registration, especially when the mobile node does not move frequently. The Home address Test
is still needed although the CGA uses public key signatures for authenticating binding messages

which is much more difficult to attack. It is possible for the network to have a problem between



the correspondent network and the home network. Then the correspondent node cannot talk to the
home agent to check the reachability of mobile node’s claimed home address. If the CN accepts a
BU without validating the home network prefix, an attacking MN may be able to trick a CN into
sending much data to the victim home network. Thus the CN must refuse BUs until the home
address prefix has been validated.

The effect of this is that although with ERO the home agent is not required as
part of the validation that the mobile node is the node it claims to be, it is still required to validate
that the mobile node is entitled to the identity it claims.

This means that if the home agent is unavailable or unreachable, Mobile IP, even
Mobile IPv6 with ERO is useless.

A rational reason for a mobile node to move is to leave a broken, unreachable,
network and join a working link. Unfortunately, as the home agent cannot move, this limitation of
Mobile IP means that it is ineffective in this situation.

This thesis aims to correct this defect, and allow Mobile IPv6, with ERO, to
function even when the mobile node’s home agent is unreachable. This is to be accomplished

without introducing any new security vulnerabilities.

1.2 Objective

1) To investigate a solution which solves the problem that node can’t keep
communicating if it moves away from a failed home link.

2) To design and implement a prototype of this solution to verify that the
design is effective and that no security problems occur, and test the implementation using a small

private test network.



1.3 Advantages

1) It could make the node work normally when the network between mobile
node and home agent or between Home Agent and correspondent node is down. That allows
mobile nodes to communicate correctly without a home agent.

2) Avoiding the home test may allow the delay in achieving a binding between a
mobile node and its correspondents to be reduced.

3) The accomplishment and result could be proposed as an alternative solution,

used in real world and published.

1.4 Scope of work

Study and investigate Mobile IPv6 technique and Enhanced Route Optimization
for mobile IPv6. Find the purpose of my project.

1) Find out a possible solution to make the nodes work normally while network
link broken for a short time and avoid the possible corresponding “return-to-home” flooding.

2) Only a prototype implementation is expected. This implementation will be
done on a UNIX system.

3) Testing to require only small experimental network.

1.5 Work plan

1) Study the Mobile IPv6 technique and the Enhanced Route Optimization.
Research the Enhanced Route Optimization authentication methods and security problem.

2) Find the purpose of this project and solution of the problem we want to be
improved. Write proposal.

3) Design the experimental network topology in order to test the Enhanced

Route Optimization in normal mobile IPv6 network and our proposed solution.



4) Design a possible approach to achieve our requirements and implement it
under our experimental network.

5) Test the new approach and evaluate the implemented solution.

6) Analyze the result and form conclusion.

7) Write the final report.

1.6 Outline

This document is organized in 7 chapters as follows:

Chapter 1, Introduction, this chapter, provides the motivation, objective and
scope of this work. In addition, it also presents the work plan of this study, and a brief summary
of the remainder of the thesis.

Chapter 2, introduces the underlying concepts necessary to understand the work
of this thesis. It provides an introduction to Mobile IP, and Mobile IPv6 in particular, and
explains how Route Optimization allows mobile nodes to communicate directly with
correspondent nodes. It then introduces Cryptographically Generated Addresses and shows how
these are used to allow Enhanced Route Optimization with lower delays and better security.

Chapter 3, explains the defect we observe in Mobile IP where at least one
plausible reason for which a node may become mobile fails to be handled. It provides the problem
statement for this thesis. This chapter concludes with the outline of a potential solution to the
identified defect.

Chapter 4, takes the solution outlined in chapter 3 and expands that into a fully
designed solution. It explains the new procedures required and the operational changes needed to
allow the solution to avoid introducing new security problems.

Chapter 5, introduces our prototype implementation of the solution from the
previous chapter. We show how the various functions are implemented and mention the shortcuts
taken that would need correcting in a production implementation.

Chapter 6, explains the testing carried out to verify that both the solution from

chapter 4, and the implementation from chapter 5 operate as intended. It begins with a description



of our small (minimal) test network, explains the tests carried out, and shows the results of the
testing.

Chapter 7, concludes this thesis. We summarise the results and discuss the
limitations of the approach taken. Finally we make some suggestions for areas we feel would be

benefited by future work to continue what has been accomplished here.



CHAPTER 2

BACKGROUND INFORMAITON

This chapter provides the background information upon which this thesis is
based. Section 2.1 will introduce the technology of mobile IP. Section 2.2 provides an overview
of IPv6. Some terminology, basic operations, security issues and the Return Routability procedure
of Mobile IPv6 will be introduced in section 2.3. Cryptographically Generated Addresses will be
introduced in the section 2.4 then used in section 2.5, which will introduce Enhanced Route

Optimization.

2.1 Introduction

The Internet Protocol (IP) uses addresses for two purposes. They identify
end-points of communications (hosts, or nodes), and they provide locator information — they
indicate where in the Internet a node is connected. This dual role is not an issue for stationary
hosts, it does no more than slightly complicate the assignment process. However for a node that
moves there is a problem. To correctly locate the node the address must change to reflect its new
attachment point to the Internet. But if its address changes, so does its identity, it no longer seems
to be the same node, and so communication that were in progress when the node moved all fail.

To deal with this problem, the Mobile IP [1] protocol was created.

Mobile IP is a standard communications protocol, which provides an efficient,
scalable mechanism for roaming within the Internet. Users can use their local IP addresses
permanently regardless of having a constant link-layer point of attachment. Each mobile node is
always identified by a fixed address, known as its home address, no matter what its current point
of attachment to the Internet, allowing for transparent mobility with respect to the network and all
other devices. The only devices which need to be aware of the movement of this node are the

mobile device and an agent serving the user’s home network.



Other nodes, known in Mobile IP as Correspondent Nodes, continue
communicating with the mobile node’s home address. The agent on the mobile node’s home
network, called the home agent, collects packets destined to the mobile node and forwards them
to the mobile node. The mobile node merely needs to keep the home agent aware of its current
location, and the address, known as a care-of address, at which it can be temporarily reached. The
home agent and mobile node are well known to each other, they are configured to be aware of
each other, and exchange data using encrypted packets so each is sure that only the other can
receive or transmit those packets and authentication is assured.

Internet Protocol version 6 (IPv6 [2]) has been designed by the IETF, in order to
replace the current version of the IP protocol used in the Internet (IPv4). There is a specified
protocol for IPv6, known as Mobile IPv6 (MIPv6 [3]), which allows nodes to remain reachable
while arbitrarily moving around in the IPv6 network. MIPv6 has the same basic design as Mobile
IPv4 (MIPv4 [19]), but some details vary, such as packet formats, movement detection, flexible
options and so on. MIPv6 also adds Route Optimization, to be described in section 2.3.2.2. We
will describe MIPv6 in more detail later, but except where noted, the concepts apply to MIPv4 as

well.

2.2 Overview of Internet Protocol version 6 (IPv6)

As technology continues to soar in usage across the globe, the limitation of the
Internet Protocol Version 4 (IPv4), which has been the dominant Internet Protocol technology for
twenty years, is that we are rapidly reaching a point where available network address space is
running out. IPv4 allows for about 2" or 4,294,967,296 addresses which have already been
effectively completely allocated and therefore, no room remains for growth. Thus, causing a new
version of the Internet Protocol, called IPv6, to be designed.

IPv6 represents a significant update to IP, but its modifications and additions are
made without changing the core nature of how IP works. Addressing is the place where most of
the differences between IPv4 and IPv6 are seen, but the changes are mostly in how addresses are

implemented and used. Here are some general characteristics of the IPv6 addressing:



1. The two main functions of addressing are still network interface identification and
routing. Routing is facilitated through the structure of addresses on the
internetwork.

2. IPv6 addresses are still the ones associated with the network layer in TCP/IP
networks and are distinct from data link layer addresses.

3. Addresses are still assigned to network interfaces, so a regular host like a PC will
usually have one (unicast) address, and routers will have more than one, one for
each of the physical networks to which it connects.

4. IPv6 addresses are like classless IPv4 addresses in that they are interpreted as
having a network identifier part and a host interface identifier part (a network ID
and a host ID), but that the representation is not explicitly encoded into the address
itself.

One of the key advantages of IPv6 is its use of much larger addresses. The size
of an address in IPv6 is 128 bits, which is four times the larger than an [Pv4 address and offers a
more permanent solution, allowing for about 2'* addresses. The conventional form for
representing IPvo6 is:

X: X: X: X: X X X: X, where Xs are the hexadecimal values of the eight 16-bit
pieces of the 128-bit address. Example: fec0:1:0:1:0:0:0:1234

This example IPv6 address contains a long strings of zero bits. In order to make
it easier to represent such addresses, the use of “::”, called double colon, indicates that there are
multiple omitted groups of 16-bits of zeros. The “::” can appear only once in an address and it can
be used to compress the leading, trailing or contiguous sixteen-bit groups of zeros in an address.
The example can be represented as: fec0:1:0:1::1234.

The prefix is the part of the address that indicates the bits that are the bits of the
subnet prefix, which is represented by the notation: I[Pv6-address/prefix-length. The
“prefix-length” part is a decimal value representing how many of the leftmost contiguous bits of
the address comprise the prefix. For the example address the representation might be:
fec0:1:0:1::1234/64.

The prefix identifies the network to which this address belongs and the

remaining bits are used to select one interface (and its host) connected to that network.



2.3 Mobile IPv6

2.3.1 Mobile IPv6 components and terminologies

Mobile IPv6 is intended to enable IPv6 nodes to move from one IP subnet to
another. Before talking about the operation technique, we need to learn about the basic
components of Mobile IPv6 network and the respective terminologies.

Mobile IPv6 introduces three new types of network entities, as figure 2.1 shows:

Home Link

Mobile )\(ode IPv6 Network

Foreign Link

care-of address

N
~—~ S
~—~ — — ~Tobil¢ Node

Figure 2.1 Mobile IPv6 components

Mobile node (MN): a IPv6 node that can change its location from one link to
another within the Internet topology, while still being addressable via its home
address.

Home agent (HA): a node that is often a router which resides on the home link
and maintains registration information of the mobile node while it moves away
from its home link. The mobile node needs to tell home agent its new location
when it moves to another link.

Correspondent node (CN): a stationary or mobile node, with which a mobile

node is communicating.



We should present some terms before we talk about Mobile IPv6, which will

appear often in the later information or have been mentioned in the previous description [3] [4]:

Home link: the link where MN is connected when at home, and on which mobile
node’s home subnet prefix is assigned.

Home address: a stable 128-bit unicast routable address assigned to the mobile
node when it attached to the home link. Like all IPv6 addresses, the home
address is usually based on the prefix assigned to the home link combined with
the mobile node’s interface identifier.

Foreign link: a link which is not mobile node’s home link.

Care-of address: the mobile node will get a new address, called its care-of
address when it is attached to a foreign link. For the stateless configuration, this
address is a combination of the foreign subnet prefix and an interface identifier
determined by the mobile node. A mobile node can be assigned multiple care-of
addresses. The one which is registered to the home agent with the mobile node’s
given home address is called its “primary” care-of address.

Binding: an association of a mobile node’s home address with a care-of address.
This allows the home agent to forward packets to the mobile node’s current
location. The binding has lifetime, and needs to be refreshed if the lifetime
expires or updated if the mobile node gets a new address because it moved to a
new link.

Binding cache (BC): a cache storing a number of binding information for one or
more mobile nodes in volatile memory, which is maintained by either the home
agent or the correspondent node.

Binding update list (BUL): a list containing all bindings that were registered
with the mobile node’s home agent or a correspondent node. This list is managed
by the mobile node, and provides the information for mobile node to take

appropriate actions.
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2.3.2 Basic operations of Mobile IPv6

The standard IP routing mechanisms will deliver packets destined to a mobile
node’s home address to its home link while mobile node remains within the home link. When the
mobile node moves to another link, the home agent will be a proxy for the mobile node on the

home link.

23.2.1 Triangle Routing

When a mobile node has moved away from home and attached to a foreign link,
conventional IPv6 mechanisms, such as stateless address autoconfiguration [6] or stateful address
autoconfiguration such as DHCPv6 [7] or PPPv6 [8], allow the mobile node to obtain its care-of
address based on the prefix of the foreign link. The decision about which manner of automatic
address configuration to use is made according to the methods of TPv6 Neighbor Discovery [9]. A
mobile node may have more than one care-of address at a time. Following address configuration,
the mobile node informs its home agent of its movement by sending a binding update (BU)
message. The binding update message contains the mobile node’s home address and its care-of
address.

The purpose of the binding update is inform the home agent of the mobile node’s
current location (current care-of address). The home agent is responsible for storing this
information in order to forward the packets to the mobile node’s care-of address. The home agent
contains a binding cache, which has all bindings from mobile nodes. Each entry in the binding
cache stores a binding for one home address. When the home agent receives the binding update
message, it will validate the message. If the binding update message is accepted, the home agent
will search its binding cache to determine whether an earlier entry exists there for the mobile
node’s home address. If an entry is found, the home agent updates that entry with the new
information received in the binding update. Otherwise, if no entry is found, it will create a new

one.



The home agent intercepts any IPv6 packets addressed to the mobile node’s
home address on the home network, and tunnels each intercepted packet to the mobile node’s
current care-of address indicated in this Binding Cache entry. To tunnel the packet, the home
agent encapsulates it using IPv6 encapsulation [12].

The binding update between the mobile node and the home agent needs to be
authenticated. Otherwise, a malicious node could pretend to be the mobile node, the one which is
communicating with the correspondent. That way, the malicious node could hijack the traffic
intended for a node by causing it to be redirected elsewhere than to the real location of the node.
The solution to secure the bindings between the mobile node and its home agent will be
mentioned later and the details of attacks will be introduced in section 2.3.3.

The basic routing mechanism in Mobile IPv6 is known as triangle routing, which
is an indirect way for transmitting the packet between the mobile node and the correspondent
node. The correspondent node has no idea that the mobile node has changed its location. As
figure 2.2 shows, in triangle routing, all packets sent to a mobile node must be forwarded to and
from the mobile node at its current location by its home agent.

The home agent proxies the mobile node at its home address and mainly serves

as a relay for packets exchanged with the correspondent node.

Home Network

Binding update
with home agent

—— ——  Packets forwarded to or from the MN’ s
= —— current location through the tunnel via the HA

Figure 2.2 Triangle Routing



Triangle routing, because of its poor route selection, has some problems as
follows [11]:

1) increased impact of possible network partitions

2) increased load on the network

3) increased delay in delivering packets

Messages exchanged between the mobile node (MN) and the home agent (HA)
are protected using IPsec [10] and no new security mechanism exists for this purpose. IPsec can
be used to authenticate and encrypt packets at the IP level. It is a suite of protocols “designed to
provide interoperable, high quality, cryptographically-based security for IPv4 and IPv6” [22]. The
use of the IPSec Authentication Header (AH) [23] and the Encapsulating Security Payload (ESP)
[21] and a key management mechanism help to ensure the integrity of the binding update
messages between the MN and the HA. To prevent the MN from sending a binding update for
another mobile node using its association, the HA must verify the binding update message
contains the correct home address, either as the source of the packet or in an optional field at end
of the packet, and the correct security association.

The binding update and the following binding acknowledgement are
authenticated using a preconfigured IPsec security association between the mobile and the home
agent. This is the first point where we depend on the long-term trust relationship between the
mobile node and its home network.

The approach IPsec uses to address security is by managing two concepts:
privacy and authentication. These concepts involve techniques such as encryption, secret key
negotiation and digital signatures. Moreover, the effectiveness of a true secure communication
relies on a secret shared by the parties involved that no one can guess. The biggest problem with
the IPsec method is the key distribution. Key distribution of the IPsec, which is called Internet
Key Exchange (IKE) [20], uses either preshared secrets or public keys in the key exchange.

When authentication is needed between a mobile node and a home agent,
which must have some relationship in advance, because the mobile node uses services of the
home agent, the needed secrets might be exchanged beforehand or some private public key
distribution can be utilized. The mobile node and home agent know each other, and thus can have

a pre-established strong security association between them. Here, we assume the bidirectional IP



tunnel using the IPsec security protocol can provide enough security between mobile node and its

home agent.

2.3.2.2 Route Optimization

Packets between the mobile node and its correspondent node have to travel via
the home network, which may be far away. The process to achieve the other, direct, way for
transmitting between the mobile node and correspondent node is known as Route Optimization
(RO). Given that IPv4 was not built with mobility in mind, Mobile IPv4 was designed as an
extension to the base IPv4 protocol to support mobility. The most significant difference between
MIPv4 and MIPv6 is that MIPv6 is integrated into the base IPv6 protocol and not an add-on
feature. While the Route Optimization capability for nodes is optional in IPv4, all Mobile IPv6
nodes should be designed with this capability.

When a mobile node receives a packet tunneled from the home agent, route
optimization can be started. The mobile node informs the correspondent node of its current
location also through using a binding update message. The binding update contains the mobile’s
home address and its current care-of address. The correspondent node maintains a binding cache
similar to the one maintained by home agent. As figure 2.3 shows the mobile node sends a
binding update message to the correspondent node, to notify the correspondent node of its new
location. The correspondent node adds this binding to its binding cache, which is effectively a
routing table: it tells that packets addressed to the HoA should instead be sent to the CoA. This
binding needs to be refreshed every few minutes if the mobile stays at the same CoA through
sending a new binding update. Finally, the correspondent node acknowledges this message
according to this binding. If the binding expires or if it is explicitly deleted by the mobile node
(by sending a BU with a lifetime of zero), the correspondent will remove this binding from its
cache and then revert sending future packets to the mobile node’s home address.

As figure 2.4 shows, when sending a packet to any IPv6 destination address, and
if a cached binding for this address is found, the node routes the packets directly to the mobile

node at the care-of address indicated in this binding.
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Figure 2.3 Binding update and binding ACK messages exchanged between the MN and CN
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Figure 2.4 IPv6 packets transmitted directly between the MN and CN after Binding with CN

The packets direct to the correspondent node from the mobile node have a
header field called the home-address destination option (HAO), which contains the mobile node’s
HoA. The packets from the correspondent to the mobile contain this HoA in a type-2 routing
header (RH). When a correspondent node is sending a packet, it compares the destination address
against the home address in its binding cache. If a binding exists, it sets the destination IP address
to the CoA and inserts the RH after the IP header. The mobile node receives the packet, copies

this HoA from the RH back into the destination address field and removes the RH, thus



re-creating the original packet. Similarly, when the mobile node is preparing to send a packet to a
correspondent node, it uses the CoA as the source IP address and inserts the HAO. When the
correspondent obtains this packet, it overwrites the source address with the HoA from the HAO,
again re-creating the original packet. This way, the mobility is transparent to the upper layer
protocols, including IPsec and the transport layer. The only address they can see for this mobile

node is its home address. [24]

2.3.3 Security Issues

The security of Mobile IPv6 has been the primary issue to solve to allow for
standardization of Mobile IPv6. In the area the data security, the basic objective during the
development of Mobile IPv6 has been that it must be at least as secure as basic [Pv6 or [IPv4 and
it should not introduce any new security threats to the network. The biggest vulnerability is the
authorization of Binding Updates. As discussed, Route Optimization of MIPv6 is built into the
IPv6 protocol and it greatly improves the efficiency of routing by eliminating triangle routing.
However, RO also adds binding updates sent by a MN to its CNs, and so, it greatly increases the
security risk of MIPv6. Unauthenticated or malicious BUs open the door for many types of

attacks, a few of which will be discussed below.

2.3.3.1 False binding update attacks

A spoofed binding update could be sent to either a home agent or a
correspondent node. By spoofing binding updates, a malicious node can redirect packets to itself
or another node, or prevent the original node from receiving the packets intended for it. For
example, as figure 2.5 shows, both nodes A and B are communicating with each other. Now, an
attacker, C, is sending a false binding to node B, claiming that it is the node A, and has moved to
a new care-of address. If node B trusts this binding it will create a false binding for node A’s

care-of address, then subsequently redirect future packets to node C. That way, the node A would



not receive the data which it desired, and if the data in the packets is not protected

cryptographically, node C will be able to see all of node A’s sensitive information.

Source = IP address of B Source = IP address of B
Destination = IP address of A Destination = IP address of C

|
Existing Traffic e @

Figure 2.5 False Binding Update attack

2332 Man-in-the-Middle attack

An attacker node can also send false BUs to both mobile node and correspondent
node together, in order to set itself as a Man-in-the-Middle between them. For example, as figure
2.6 shows, nodes A and B are communicating with each other. We introduce a node C, which
sends two false BUs, one to node A and the other to node B. The node C tricks node A and claims
itself as node B which has moved to new location C. On the other side, the node C sends a false
BU to B to claim itself as A which has moved to care-of address C. This would cause both nodes
A and B to send all packets to node C rather than to each other. C can then forward, possibly
altered, packets from A to B, and vice versa, which can lead to both A and B believing that
nothing is wrong. That way, it’s easier for attacker to capture or even alter the sensitive

information of any nodes if the packets are not cryptographically protected.
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Figure 2.6 Man-in-the-Middle attack

2333 Denial-of-Service attack

By sending spoofed BUs, an attacker also can send huge unwanted packets to
attack a node or a network. For example, as figure 2.7 shows, node A is communicating with
node B, it requests the node B to send some huge videos to it. After the node A has received the
first packet, it sends a false BU to the correspondent B, saying to redirect subsequent data traffic
to the new location C, which could be an arbitrary node. That way, the node C will then be
bombed with the huge unwanted packets. Similarly, the attacker could also, through this attacking
approach, using the spoofed BUs to redirect several streams of data to any addresses with the
network prefix of a particular target network, thereby congesting an entire network with this

unwanted data.

@@xchange data ﬁrstl @

@ — 1 Hi, this is node A. I

o moved to C, send to my
Victim node new location C please!

Figure 2.7 Denial-of-Service Attack



All these threats are operated by unauthenticated or malicious BUs. We have
seen that unauthenticated location information makes it possible for an attacker to misinform
correspondents about the mobile’s location, and thus, to redirect packets for the mobile to a
wrong destination. This can lead to the compromise of secrecy and integrity as well as to
denial-of-service because the target modes are unable to communicate. The obvious solution to
the BU spoofing is to authenticate the binding exchanges between HA and MN, and MN and CNs.
A typical authentication system would use a suite of strong cryptographic authentication
protocols and a certification infrastructure, such as IPsec and IKE which can provide protection
between the HA and MN as has been mentioned in the section 2.3.2.1.

However, IPsec depends on the public key infrastructure (PKI), which is not
widely deployed. A correspondent node can be any node in the network, so the mobile node and
the correspondent node will most probably have no relationship in advance. There does not
currently exist any infrastructure that could be used to authenticate all IPv6 nodes. We should
consider unconventional authentication methods that work without special security infrastructure.
We need an alternative to ensure binding message validity using the Mobile IPv6 specific

network architecture. This security method will be introduced in the next section.

2.3.4 Return Routability Procedure

When considering authentication of the binding messages between a mobile
node and some unknown correspondent node, no preshared secret can be used. There also doesn’t
exist a global public key infrastructure that could be utilized, so at least some other key
distribution system than IKE would be needed. Because of that, IPsec as a whole isn’t very usable
for authentication between the mobile node and the correspondent node.

The Return Routability (RR) method was developed to provide an
infrastructureless and adequate authentication method between a MN and a CN. First, it ensures
that the MN is able to receive messages sent to both its HoA and CoA, which relies upon correct
operation of the routing system and HA, and authentication of MN at HA. Then RR concludes

that both the HoA and CoA must represent the same system. After that it protects the binding
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messages between the MN and the CN using keys returned to the MN during the HoA and CoA
tests. The MN can receive messages with the HoA only if the MN has created a valid binding to
the HA in advance.

Before discussing the details of the RR procedure, we introduce some terms
which will be used in later sections:

A node key, or Kcn, is a 20-octet secret, random number held by every
correspondent node that helps to identify itself and the keygen tokens that it generates.

A nonce is a number, normally 64 random bits, held by each correspondent node
and updated at regular intervals.

A nonce index is associated with each nonce to help the CN identify which
nonce, the current one or one of a previous few, was used with a particular message.

The binding management key, denoted kbm, is used to key the hash algorithm,
and is established using data exchanged during the return routability procedure.

The function used to compute hash values is SHAI [33]. Message
Authentication Codes (MACs) are computed using HMAC SHA1[34, 33]. HMAC SHAI1 (k,m)
denotes such a MAC computed on message m with key k.

The Return Routability procedure builds proof to the correspondent node that the
mobile node is in fact addressable at its claimed care-of address and home address. This is done
by testing whether packets addressed to the two claimed addresses are routed to the mobile node.
The mobile node can pass the test only if it is able to supply proof that it received certain data (the
“keygen tokens”) which the correspondent node sends to those addresses. These data are
combined by the mobile node into a binding management key. In following procedure details, we
will show how RR provides protection between the MN and CN.

The RR procedure consists of two checks, a home address and a care-of address
check. We must assure the two addresses are addressable. The home address must be verified to
prevent spoofing of binding updates. The care-of address must be verified to protect against
denial-of-service attacks in which the correspondent node is tricked to flood a false care-of
address with packets. The real return routability checks are the message pairs (Home Test, BU)

and (Care-of Test, BU). The home test init (HoTI) and care-of test init (CoTI) packets are only
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needed to trigger the test packets, and the BU message represents a combined routability response

to both of the tests. Figure 2.8 shows the whole procedures of RR.

1. HoTI tunneled via the HA to the CN
2. HoT tunneled via the HA to the MN
3. CoTlI sent directly to the CN
4. CoT sent directly to the MN

Home Link

dent Node

Mobile Node

5 MN send BU to CN
6 CN send BA to MN

D

Figure 2.8 Return Routability Procedure

Home Address check: The Home Address check consists of a Home Test (HoT) and
a subsequent binding update. The HoT is assumed to be tunneled by the home agent
to the mobile node. The HoT contains a cryptographically generated token, home
keygen token, which is formed by calculating a hash function over the concatenation
of a secrete key Kcn known only by the CN, the source address of the HoTI packet,
and a nonce. The index to the nonce is also included in the HoT packet, allowing the
correspondent node to more easily find the appropriate nonce. (Steps 1 and 2 as

shown in figure 2.8.)

In most cases the HoT packet is forwarded over two different segments of the
Internet. It first traverses from the correspondent node to the Home Agent. On this
trip, it is not protected and any eavesdropper on the path can learn its contents. The
HA then forwards the packet to the mobile node. This path is taken inside the IPsec
ESP protected tunnel, making it impossible for the outsiders to learn the contents of

the packets.
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2) Care-of address check: The care-of address check is sent directly from the CN to the
MN’s care-of address. The token is created in a slightly different manner in order to
make it impossible to use home tokens for care-of tokens or vice versa. (Steps 3 and
4 as shown in figure 2.8.)

3) When the mobile node has received both the HoT and the CoT messages, it creates a
binding key Kbm by taking a hash function over the concatenation of the tokens
received. This key is used to protect the first and the subsequent binding updates, as
long as the key remains valid.

Kbm = hash (home token | care-of token)

Mobile Node Home Agent Correspondent Node

9 3 &

Sre: MN's CoA

address

Dist: HA address
(ESP)

Src: MN's HoA

address

Dsi: CN address

Sre: MN's HoA address
Hme Test Init Dst: CN address

T 1
THRPCT

Hme Test Init

k4

Figure 2.9 Home Test Init message

Now let us see the details of each step:

1. The mobile node sends a Home Test Init (HoTI) message with the home address as
source to the correspondent node address. This packet is sent from MN’s CoA in a
tunnel and sent to the HA, then the HA forwards this packet from MN’s HoA to the
CN. Figure 2.9 shows the essence of this packet.

2. The mobile node sends a Care-of Test Init (CoTI) message from the care-of address

directly to the correspondent node. The mobile node conveys its care-of address and
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care-of init cookie in the care-of test init message to correspondent node. The

care-of init cookie is to be returned later. Figure 2.10 illustrates this packet.

Mobile Node Home Agent Correspondent Node

39 3 @

Src: MN's CoA address
Dst: CN address

Care-of Test Init

Y

Figure 2.10 Care-of Test Init message

The previous two steps can be performed at the same time by the mobile node, to
request keygen tokens from correspondent node. Each message also has an init
cookie, which is a 64-bit random value and must be returned by the CN in the next

step to very the identity of the correspondent node.
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address
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Figure 2.11 Home Test Message

3. The correspondent node sends a Home Test (HoT) message in response to the HoTI
message (sent to the MN’s HoA and relayed to the MN by the HA). This message

contains the home keygen token, which will later be used by the mobile node to



24

prove its home address to correspondent node. The home init cookie from the
mobile node is returned in the Home Test message, to ensure that the message
comes from a node on the route between the home agent and the correspondent node.
The home nonce index allows the correspondent node to efficiently find the home
nonce value that it used in creating the home keygen token. This packet is shown in
Figure 2.11.

4. The correspondent node sends a Care-of Test (CoT) message in response to the
CoTI message (sent directly to the mobile node). In this message, mobile node can
obtain a care-of keygen token, which is used to prove the reachability of its current
care-of address. The care-of init cookie is returned to the mobile node to ensure that
the message comes from a node on the route to the correspondent node. The care-of
nonce index is provided to identify the nonce, which is used for calculating the
care-of keygen token similar to the home nonce used in creating home keygen token.

Figure 2.12 shows this packet.

Mobile Node Home Agent Correspondent Node
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Sre: ON address
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Care-of Test
Care-of keygen token
Carc-of Nonce Index

&

Figure 2.12 Care-of Test message

Steps 3 and 4, use the information from the received init messages from the MN,
from steps 1 and 2. The CN generates a home keygen token and a care-of keygen
token from a hash function using the first 64 bits of the MAC, Kcn, home address
and nonce. The generations of home keygen token and care-of keygen token as
follows:

home keygen token: = First (64, HMAC SHAT1 (Kcn, (home address | nonce | 0)))
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Where | denotes string concatenation, the secret value is only kept in CN,
HMAC SHAI1() denotes a keyed hashing MAC scheme using hash function SHA1,
and First (n, M) denotes the first n bits of message M.

Similarly, the care-of keygen token is calculated as below:

care-of keygen token : = First (64, HMAC_ SHAI1 (Kcn, (care-of address | nonce
1))

5. When the home and care-of keygen tokens are both received by the MN, it creates a
binding key, denoted by Kbm, generated from SHA 1 (home keygen token | care of
keygen token). Kbm becomes the shared secret key between MN and CN via the RR
procedure. Soon after, the MN sends a BU message to the CN. The binding update
message contains MN’s home address, home and care-of nonce indexes, sequence
number, and the MAC. The MAC is a new value, which is calculated as:

MAC = First(96, HMAC SHA1 (Kbm, (CoA | CN’s address | BU))),
where BU indicates the binding update message itself.

6. While CN receives the BU with message authentication node using Kbm as MAC
key, it can rebuild Kbm dynamically and verify the validity with the help of home
and care-of nonce indexes. If it is legal, then CN optionally sends back an
acknowledgement with MAC = First (96 (HMAC SHA1 (Kbm, (CoA | CN’s
address | BA)))) if the MN requested that.

The RR procedure partly consists of sending home test init message to the home
agent to be forwarded from the mobile node’s home address to the correspondent node, and
receiving the home test message which is sent by the correspondent node to mobile node’s home
address intercepted there by the home agent and forwarded to the mobile node. The mobile node
gets a home keygen token, from the home test packet. The mobile node can use this token to
demonstrate its home address actually belongs to it. The care of test is also included in this
procedure, which can demonstrate the mobile node’s current care-of address really belongs to it.

The RR procedure precludes impersonation, denial of service, and
redirection-based flooding by attackers which are not on the path from the correspondent node to

the victim mobile node, and it is sufficiently lightweight not to expose expensive operations. But
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the return routability procedure fails to protect against attackers that are located on the critical
path (on the path from the correspondent node to a stationary victim or from the correspondent
node to the victim’s home agent), it can eavesdrop on the returning HoT message and learn the
information that is necessary for spoofing the BU, leading to its breaking of the protocol.

This is within design parameters as attacks by on-path nodes can be carried out
upon non-mobile nodes. Thus Mobile IP does not reduce the security level because of this. Also,
Return Routability requires regular repetition of the entire process, so an attacker would need to
remain in place for a lengthy period to undertake a meaningful attack, merely snooping one
packet and vanishing is insufficient. In addition to that, there are some problems with Return
Routability:

Firstly, it still relies upon routing system integrity, it can be defeated using a pair
of attackers, one on the home link, another one on the foreign link, so the message to the HoA can
be observed before (at the same time) as it gets to the HA (after that it is encrypted and so safe),
and the message to the CoA can be observed on the foreign link, the two attackers can also send
the HoTT and CoTI messages.

Secondly, it requires the HA being operating and reachable from both

correspondent node and mobile node.

2.4 Cryptographically Generated Addresses (CGA)

Mobile IP [1] is not the only Internet related protocol that faces the problem of
needing to be able to assure a correspondent (or peer) that the address it claims to own is
legitimately allocated to the node claiming it.

Neighbor Discovery [9], the set of protocols that implement the network to link
layer address mapping mechanism, is another with the same issue: “Is the node claiming address
A the actual owner of that address”.

The Secure Neighbor Discovery (SEND) [16] working group of the IETF
developed a solution to this problem, using a new form of address. This is relevant to our work as

this same new address form has also been used for the similar purpose in Mobile IPvo6.
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In this section we introduce this new address type and explain its operation and
properties, then in the following section we will explain how these addresses are used to enable
Enhanced Route Optimization [17] for Mobile IPv6.

IPv6 provides a large address space as well as simple header structure, flexible
options, powerful QoS functionalities, security, mobility, and so on. Among these various
services provided by IPv6, the Neighbor Discovery (ND) protocol [26] uses 5 different message
types, and provides the following features: router detection, prefix detection, parameter detection,
address auto-configuration, address translation, next hop determination, neighbor unreachability
detection, duplicate address detection, redirection, and so on. Even though the extended header of
IPv6 supports [Psec, the ND protocol implemented on top of ICMPv6 does not support its own
security mechanism. So, the ND protocol is vulnerable to sniffing, spoofing, modification and
fabrication.

The solution to this problem developed by the SEND working group depends
upon a new address type: the Cryptographically Generated Address (CGA) [15].
Cryptographically Generated Addresses (CGAs) are IPv6 addresses, which are used to secure the
association of an IPv6 address, with a public key. It allows proving that the sender of SEND
messages is the real owner of its CGA address. As stated in [32], “The CGA defines a
decentralized mechanism to bind the public key to its owner, and is radically different from the
legacy approach which centralizes the binding through an electronic certificate being generated
by a centralized unique entity. SEND makes this decentralization possible by the compulsory use
of a pair of self-generated RSA keys and an RSA signature option. The CGA also makes use of
some electronic certificates but these certificates are only attached to the routers and serve to
prove that a router is authorized to announce itself as a router with declared subnet prefix on the

local Iink”.

2.4.1 Overview of CGA principle

The interface identifier of a CGA is generated by computing a cryptographic

one-way hash function from a public key and auxiliary parameters. Securely associating a
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cryptographic public key with an IPv6 address can be verified by re-computing the hash value
and by comparing the hash with the interface identifier. Messages sent from an IPv6 address can
be protected by signing the message with the corresponding private key. So, the verification of an

address ownership works without a certification authority or any security infrastructure.

2.4.2 CGA Format and Parameters

In principle, CGAs are generated like IPv6 addresses by concatenating a 64 bit
long subnet prefix with a 64 bit long identifier. However, in CGAs the identifier is a hash value
formed from a CGA parameter set, including among others, a public key. Knowing these CGA
parameters, any receiver of IPv6 packets with a CGA as source address can re-calculate the hash
value, and verify if it matches the one contained in the 64 bit identifier of the packet’s source
address. Figure 2.13 shows the structure of a CGA. The leftmost 64 bits of the CGA is the
network prefix and the rightmost 64 bits of the address is a cryptographic hash value computed
with sender’s public key and auxiliary parameters. The security parameter (Sec), is an unsigned
three-bit integer (bits 0-2), which exists to increase the strength of the CGA to protect against
brute-force attacks. The “u” and “g” bits are from the standard [Pv6 address architecture format of

interface identifiers [25].

C r}fplugraphicallgf Generated Address

Subnet Prefix (64 bits) CGA specific 1D (64 bits)
A i
1|2 6|
>~
W\
Security “u™ bit
Parameter “a" bit
{Sec)

Figure 2.13 Structures of CGA

The CGA parameters mentioned above, which are used for calculating the CGA,

are formed into a string as presented as figure 2.14. Table 2.1 describes each parameter.
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. .. . extension
modifier subnet prefix | collision count | public key
fields
Figure 2.14 CGA Parameters data structure
Table 2.1 Description of CGA Parameter fields
Parameter Description
Modifier 128 bit random number. Implement the hash extension and to enhance
privacy by adding randomness of the address.
Subnet Prefix Subnet prefix of the CGA, 64 bits.
Collision Count 8 bits long, and incremented during CGA generation to recover from an

address collision detected by duplicate address detection.
Public Key The public key of the address owner, variable length.

Extension Fields Not used in the current specification.

2.4.3 CGA Generation and Verification

Using the CGA parameters, the identifier part of the CGA can be calculated by
the following steps:

1. Generate a public/private key pair. This may be done well in advance.

2. Choose any arbitrary value for the 128 bits modifier.

3. Choose appropriate value between 0 and 7 as security parameter Sec. The
higher the value selected for Sec, the more difficult it will be to break a generated CGA address
with brute-force attacks, but also longer it will take to generate the CGA itself.

4. Concatenate the selected modifier, the subnet prefix and the collision count
(both set to zero), and the public key value, and calculate from this concatenation a 160bit hash
value using the SHA-1 algorithm. The hash value Hash2 will be the first 112 bits.

5. Compare the (16*Sec) first bits of Hash2 with zero. If they don’t mach,
increase the modifier by 1 and calculate the next hash value. This will be repeated until the

(16*Sec) first bits of Hash 2 are all zero. Note that if Sec is zero this step does nothing.
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6. Concatenate the final value for the modifier, the real subnet prefix, the
collision count set to zero, and the public key, and calculate from this concatenation a 160 bit
hash value using the SHA-1 algorithm. The hash value Hash 1 will be the first 64 bits of the
result.

7. The CGA specific interface identifier will be Hashl, with the first 3 bits
replaced by the Sec parameter, and bits 6 and 7, the “u” and “g” bits, set to zero.

8. Optionally, one could now perform collision detection in order to check if
someone else on the subnet is using the same [Pv6 address. If so, the collision counter should be
increased by 1, and a new Hash 1 value should be generated with its modified CGA parameter. In
order to protect against DoS attacks, this process is stopped after three collisions.

In order to allow the receiver to verify a CGA, it needs to have the CGA
parameters as well as the CGA itself. When a node receives a packet form one of its neighbors
which used a CGA address, it can execute the CGA verification algorithm. The received packet

should contain an ICMPv6 CGA option carrying the final CGA parameters Data Structure.

< Verify collision count is <3 >

~

—
Compare the CGA address subnet prefix
to the related CGA parameters Data
Structure subnet prefix field
< Compute hash 1 >
CGA
Compare hash 1 to the 1nterface> s Ver{[ﬁcatlon
idefitifier tme
< Compute hash 2 >
Gompare the 16¥Sec leftmost bits
of hash 2 to 0 -

Figure 2.15 CGA verification algorithm
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The verification algorithm presented in figure 2.15, starts by checking that the
collision count value is less than 3. The subnet prefix from the sender’s IPv6 source address
(obtained from the packet header) is then compared to the subnet prefix contained in the CGA
parameters data structure. Next, hashl is computed and compared to the interface identifier,
omitting bits 0 to 2, bit 6 and bit 7 (encoding respectively the SEC value, u and g). Finally, Sec is
extracted from the interface identifier (the 3 leftmost bits) and hash2 is computed. Its (16*Sec)
leftmost bits are checked to be equal to 0. If any of the previous tests fails, the CGA address is

considered as unsecured.

Additionally, the sender signs the associated message with an RSA signature by
using the complementary private key that was used to generate the CGA. In cryptography, RSA
(which stands for Rivest, Shamir and Adleman who first publicly described it) is an algorithm for
public-key cryptography. It is the first algorithm known to be suitable for signing as well as
encryption, and was one of the first great advances in public key cryptography. The RSA
signature option is shown in figure 2.16, it has a key hash field that contains the most significant
128 bits of the SHA-1 hash of the public key that was used to generate the signature. This value
should correspond to the public key that is contained in the CGA option of the same message.
The Digital Signature field contains the signature value itself that is generated with the
RSASSA-PKCSI-vl 5 algorithm and SHA-1 hash as defined in [41]. The receiver of the
protected message can then verify the message’s authenticity primarily based on the RSA

signature, while also using the CGA data structure.

0 5 10 15 20 25 3032
I I I I I I

Type | Length Reserved

Key Hash (128 bits)

Digital Signature (variable length)

Padding (variable length)

Figure 2.16 RSA Signature Option
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After a successful verification, the receiver can securely assign a certain public
key to an IPv6 address, information which is usually provided by certificates. With this
information the owner of a CGA uses its private key in order to sign messages, knowing that the
receiver will be able to obtain the appropriate public key and use this for the verification of the
message signature. When the signature is verified, receiver knows that message was generated by
holder of private key associated with public key that generated the CGA. That is, this message
was generated by the owner of the public key, which is the owner of the CGA.

To summarise, the CGA is generated by a procedure that binds it to a particular
public key. A message sent from the CGA can be signed by the associated private key

demonstrating that the owner of the CGA sent the message received.

2.5 Enhanced Route Optimization

Section 2.3.4 indicated areas where an improved Binding Update security
mechanism could be of benefit. Using Return Routability there can be a long delay before a BU to
the CN is accepted, and there are the remaining security issues. If we instead use CGA method for
Mobile IPv6 we will reduce this problem. Using CGA we can just send binding update
information, just one message can authenticate the MN, avoiding the BU long delay problem.
Finally CGA uses public key signatures for binding message authentication; it is much more
difficult to attack.

There is a new protocol — Enhanced Route Optimization [17], one optimization
of which proposes use of an initial CGA-based authentication to securely exchange a secret
Permanent Home keygen token (PHKT) that replaces the home keygen token produced during the
previous HoT procedures between the mobile node and correspondent node. It can ensure packets
only be directed to the legitimate recipient without repeating HoT in future. The purpose of HoT
is ensuring packets can only be redirected by the legitimate recipient. The legitimate recipient is
identified by the home address, and only the legitimate recipient is expected to receive the home
keygen token sent to the home address. Base Mobile IPv6 requires mobile node to renew a

correspondent registration at least every 7 minutes. A compete correspondent registration
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involves HoT and CoT also. So the HoT needs to repeat and repeat for a correspondent
registration until the mobile node wants to delete this registration with the CN.

If the mobile node does not use a CGA as its home address then the Return
Routability procedure is the only current applicable authentication method.

If the MN is using a CGA, then there are two additional authentication
procedures.

First, if this is the first BU for a particular CN, so the MN has no permanent
keygen token, then the MN uses the properties of its CGA and sends a signed BU to authenticate
itself. In return, it receives a permanent home keygen token it can later use to authenticate itself.
This token is returned encrypted using the MN’s public key so only the MN can decode it.

A node that uses a CGA at a certain time can prove at a later time that it is still
the same node when it uses this CGA again. Instead of relying on the routing property, as with the
HoT, this proof can be drawn from CGA’s special interface identifier. The owner of the CGA
signs important packets with its private key and includes its public key along with the auxiliary
data in these packets. Since it is computationally hard to produce another public/private key pair
that hashes to the same CGA, the recipient of the signed message can verify, by computing the
hash and comparing it with the CGA’s interface identifier, that the sender must be legitimate
owner of this CGA. Using this mechanism, we could avoid repeating the HoT procedure in future
binding procedures, reduce the handoff latency, securely authenticate the mobile node without
preconfigured credentials or a public-key infrastructure (even with an attacker present on the path
from the correspondent node to the mobile node), and degrade the level of signaling overhead
compared to a base mobile IPv6 correspondent registration especially when the mobile node does
not move frequently.

This procedure still requires a preceding Home Address reachability check
(HoTI/ HoT) for the BU message to verify that the MN is the legitimate owner of the home
address. The reason of doing home address reachability check is the CGA property of home
address can’t assure the owner’s reachability at the home address. While CGA generation
function cryptographically ties the interface identifier of a home address to the subnet prefix of
the home address, the function accepts any subnet prefix and so it does not prevent a node from

cryptographically generating a CGA with a spoofed subnet prefix. So anyone could
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cryptographically generate home address by using its own public key with the victim’s subnet
prefix and then claim this address as his home address. Because the CGA identifier is the output
of a cryptographic has function, it is effectively a random number. There is no known way to
select a particular desired value, so it is not possible to spoof a particular victim [Pv6 address this
way.

If we ignore the step of home address test, a malicious node could generate this
address and perform the correspondent registration to a correspondent node as normal. Then the
attacker tricks the correspondent node into sending flooding packets to its care-of address and
subsequently deregisters the binding or lets it expire. That results in the correspondent node
redirecting these flooding packets to the victim’s home network. This attack is known as
“return-to-home flooding attack”. Because of using the CGA as home address, with the attacker
stealing someone’s subnet prefix as its home address’s prefix, it can’t pick upon a particular node

on the network to attack. This Denial-of-service attack is just bombing on the network.

2.5.1 Procedure of Enhanced Route Optimization

MN HA CN
S 3 &
Han|d0ff

-Binding Update——»|
~¢——Binding Ack+
~HoTT »-HoTTl L
- HoT— HoTH

~Early Binding Update (CGA-based)—————— >
|

~¢——Early Binding Ack (include PHKT option)

~Binding Update >

< Binding Ack+

Figure 2.17 The procedure of correspondent registration based on CGA authentication
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Figure 2.17 shows the basic sequence of operations of a node using ERO to
perform a binding update with a correspondent node.

As an additional enhancement, ERO allows a correspondent node to send
payload packet to a mobile node’s new care-of address before the mobile node has been found to
be reachable at the care-of address. When the MN moves to a new location, it first updates its
binding at the CN to notify it of the new care-of address without providing a proof of reachability.
The proof of home address ownership can avoid the threat of faking home address, but an attacker
may still bind a correct home address to a false care-of address and thereby trick a correspondent
node into redirecting packets, which would otherwise be delivered to the attacker itself, to a third
party. Ignoring to verify the reachability of a mobile node’s claimed care-of address could
therefore cause one or multiple correspondent nodes to unknowingly contribute to a
redirection-based flooding attack against a victim mobile node chosen by the attacker. So the
care-of test is as important as the home test remained in Enhanced Route Optimization (ERO),
though the ERO method allows this test to be slightly deferred, using a credit based authorization

scheme for protection, to further speed BU processing. This method is not important to this work.
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Figure 2.18 HoT is processed before MN handoff

ERO uses a CGA to validate the mobile node’s home address and request a

concurrent care-of address test for increasing handoff efficiency. As figure 2.17 shows, after the
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MN changes IP connection, it performs HoTI/HoT. Sometimes, the HoTI/HoT maybe performed
before the mobile node changes location, as shown in figure 2.18. In order to remove the delay
source, ERO permits deferred CoTI/CoT. Actually, the CoTTI is performed as an option in the first
BU, which is called an Early Binding Update (EBU), the CoT that is combined with the Early
Binding Acknowledgement (EBA). The BA or EBA that follows the CGA protected BU carries
the PHKT, which is used to authenticate future BUs from the MN to the same CN.

Once the mobile node has authenticated itself using its CGA, and has received a
permanent keygen token, it can use that token, replacing the temporary token the HoTI/HoT
procedure provides, to authenticate all future BU messages to this CN. Thus no future HoTI/HoT

exchanges are required and no further public key encryption operations, as figure 2.19 shows.

MN 5 CN
Handoff
Binding Update
>
Early Binding Updat
arly Binding Update >
< Binding Ack
Early Binding Ack
-
Binding Update (PHKT protected) >
Binding Ack

A

Figure 2.19 The correspondent registration with authentication through the MN’s permanent

home keygen token

Kuang Shilei[39] has provided previous work for us, which focused on
implementing, investigating and evaluating the application of CGAs to Mobile IPv6. From that
work, we found a problem with applying CGA in general is that they involve computationally
expensive algorithms. Because of this, ERO [17] requires use of Semi-Permanent Security
Associations to increase efficiency. But the first BU CGA-based will still be a problem for a

small device with low processing power. Similarly, any CN that communicates simultaneously
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with many MNs may find its resources pressured by the costs of the CGA algorithms. In addition,
the CGA method depends on the public-key algorithms that allow a DoS attack by requesting
CGA verification in which an attacker can use a long key length that will consume target CPU

before determining that the packet is faked.[35]

2.6 Summary

In this chapter, we have shown the basic mechanism of Mobile IP and the issue
it was required to solve. For IPv6 we show Route Optimization, practical as with IPv6 we can
assume nodes understand the Mobile IP protocols, which was not possible with IPv4.

We then showed the extension of Route Optimization known as Enhanced Route
Optimization developed to provide better security and reduced delays.

This provides the background knowledge necessary to understand the remainder
of this thesis. In the following chapter we will demonstrate a problem that Mobile IP does not
handle currently. The remainder of the thesis will be devoted to the description of a solution to

this problem.



CHAPTER 3

PROBLEM STATEMENT

In normal mobile IP, the home agent (HA) is an essential component. Mobile
nodes will not function properly if the HA cannot be reached. In this chapter, we introduce some
cases where communication fails between the mobile node and the correspondent node because
the mobile node or correspondent node cannot connect to the home agent for some reason.

The cases of node communication failures and the possible solutions under
present mechanisms and authentication methods are presented in sections 3.1 and 3.2 respectively.

In section 3.3, a more reasonable solution is proposed for solving the problem.

3.1 Case That Fails

Mobile IP can satisfy the demand that users are no longer required to work in
their company’s offices and they expect to be connected to their company’s home network while
they may be moving from place to place. One perfectly rational example for node moving is if the
user may be traveling from city to city (or from a country to another country). He commences
work before leaving and he wants to continue this work during his travels. Mobile IP can solve
this problem. The traveler needs to register his current care-of address every time he moves with
its home agent after changing his location, in order to ensure the home agent knows his current
location. After the first packet is forwarded between the correspondent node and the traveler, a
binding can be established between them so the correspondent node has the knowledge of his
current care-of address and stores it in its cache. Later communications can be done directly
between the traveler and the correspondent node.

As well as physically moving from one place to another place, we have another
scenario where Mobile IP may assist. A node may want to get more bandwidth or other advantage,

and it has some existing connections. For example, a node connects to a hundred megabit network
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now, and is using it to transmit packets with another node. Then, it wants to connect to a gigabit
network. We assume this node is able to connect to the gigabit network. If it did that, it will get a
new address. Then it can use mobile IP to allow the existing connection to remain operational.

In both of the above cases, mobile IP can help the node keep existing
connections. But if the home agent is unavailable or unreachable, perhaps the links between the
home agent and the correspondent node or between the home agent and the mobile node are
broken, the packets sent to or from the correspondent node via the home agent never reach their
destination. In this case, what will happen?

Here is a third scenario causing the need for a node to move. Consider a node A
at its home network, not intending to be mobile. This node is engaged upon important work with
a correspondent node. Then the network link between the correspondent node and the node’s

home network breaks (as figure3.1 shows).

Network link broken between
Home Link the correspondent network
and the home network

Figure 3.1 Network link between the CN and HA fails

The correspondent can’t talk to the home network and so the packets can’t be
transmitted between the node A and the correspondent node. In this scenario, the node A decides
to become a mobile node and wants to move to some place where it can talk to the correspondent.
An intelligent place for the node to move might be to the correspondent network. Where the node

A moves to it is able to communicate with the correspondent node. But for this movement
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everything is too late. We can’t do triangle routing, because the packets can’t be forwarded
between the correspondent node and the mobile node via the home agent. Route Optimization is
provided by Mobile IP to allow transmitting packets directly without relaying by the mobile
node’s home agent. Perhaps we can use the RO to direct packets between node A and the
correspondent node? Consider the security problem, which requires the mobile node to have
obtained a home keygen token from the correspondent node before the link failed and use it to
prove the ownership of the home address. But before the link broke, this node was intending to
stay at home forever, so it didn’t prepare to get a home keygen token to prove itself.

In this case, the mobile node wants to keep its connection and moves to another
network where it can talk to the correspondent node. The mobile node can use CGA
authentication to identify itself. If the mobile node has obtained a home keygen token, it can
prove the relationship between the mobile node and its home subnet prefix without doing another
home test. In order to be using home keygen token to prove itself, the node needs to have a plan
on moving before the network link has a problem and have obtained a home keygen token already.
But here we have assumed the node never planned to be mobile and so no home keygen token has
been obtained for the mobile node and now we can’t do the home test. The CGA can’t prove the
prefix of mobile node’s home address, it can only prove this home address was generated by this
mobile node, it can’t prove that it is entitled to use this home address. So we also need the home
test to help the mobile node to validate the prefix of the home address. When the mobile node
does a binding update to the correspondent node, the correspondent node should not trust the
mobile node and must refuse the binding update. If it did not, then from the security perspective
the correspondent node might later send packets to the home address. In that case, a
“return-to-home flooding” attack would be possible.

For this situation, using basic mobile IP, without route optimization, also can’t
help us solve the problem. What we trying to do is to make the node can work normally, when
using home agent as a relay between the mobile node and the correspondent node but it fails and
the link between the home network to the correspondent node breaks or the link between the

mobile node to the home agent breaks.
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3.2 Possible Solutions

In order to avoid the flooding attack happening, we must have the home keygen
token from home test message and use it to prove home address’s property. Here are some
possible solutions for that:

First, if the mobile node is at its home network and can get a home keygen token
before the link fails, then if it can move quickly enough after its home network link goes down
and it is able to do a binding update before the token expires, then the binding will be accepted.
The mobile node can’t repeat the home test. The probability of this method succeeding is limited
in that the return routability procedure must be repeated in intervals of at most 7 minutes. That
means the mobile node needs to detect that the network link has failed and determine that it won’t
come back in a short time, then decide to move and arrive at another network and perform the
binding update, all in a very short time, within a period with an upper bound of seven minutes.
It’s not very practical.

Another possible method for avoiding this problem, is to make the mobile node
always do a binding update and obtain a permanent home keygen token before the mobile node
moves. This however makes the mobile node and correspondent node do a lot of computation,
just in case the network happens to break. In order to avoid losing connections, the mobile node
has to obtain a permanent keygen token from all correspondent nodes, and requires all nodes to
perform home tests with all CN’s just in case this might be needed, not only the ones which
happen to be active when the link failed. This is necessary so the node is prepared to keep an
existing connection if the link breaks while communicating with this CN. This method also uses
the mobile IP functions to handle the problem. It undertakes the cost of doing CGA work and
doing the home test work to every correspondent node although usually the mobile will not want
to move in practice. We know the cost of doing CGA is significant [15]. Not only is the mobile
node doing lots of work, but correspondent node also has to participate. It has to maintain the
binding cache to remember the tokens even though the mobile node doesn’t move at all. It is

unlikely that nodes can be convinced to perform all these expensive operations, just for insurance.
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3.3 Proposed Solution

We have seen that the two current available solutions are not practical. We need
to find another possible solution, to solve the problem if the network link fails, and no home
keygen token was already available for the mobile node. We want the mobile node to be able to
move to another place where it can talk to the correspondent node. In order to avoid the flooding
attack happening, we must prevent the correspondent node redirecting packets to the home
address.

If some one wants to fake an address and attack using Mobile IP, it only can fake
a home address or care-of address. If one or both of those addresses are successfully faked, the
attacker can initiate a flooding attack. The attacker might trick a correspondent node into sending
lots of packets to one of those two networks. We must prevent this.

In the situation we are attempting to handle, the network link fails and the
mobile node has no home keygen token to prove its home address. We can’t do the home test to
prove the home address really belongs to the mobile node. We assume that the mobile node has
moved away from the network with the problems. That means the mobile node can use its care-of
address to talk to the correspondent node. The mobile node can do the care-of test to prove the
care-of address belongs to it, as in basic mobile IP, which solves the problem of flooding the
care-of. The mobile node can talk to the correspondent node, send packets and get replies.

In our situation, if some one lets the correspondent node forward packets to the
home address, that would allow an attack by using faked home address. We can’t validate the
home address. We can’t communicate with the home network. There is no way for anybody on
that network to say this is OK, because that network is disconnected. So we can’t possibly
validate that the home address really belongs to the mobile node. So we can’t trust any procedure
that allows the correspondent node to send packets to the home address. Because that way a
flooding attack would be possible. The only case the correspondent node should send packets to
the home address is after the mobile node has validated its home address to the correspondent
node. This is the problem we’re trying to solve. We will examine the issue from the

correspondent node’s viewpoint in two cases:
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If a mobile node is an attacker, the only right thing for the correspondent node to
do is just not send packets to the home address.

Alternatively, the mobile node is not an attacker, but is a real mobile node.

In the normal scenario, we want the correspondent node to send the packets to
the home address, so the mobile node can receive them, perhaps forwarded by the Home Agent.

But in our scenario, we’re assuming the packets can’t get to the home address
anyway because the network link has some problem.

If the correspondent node is sending to the mobile node at its care-of address,
and the mobile node stops sending binding updates, the normal procedure would be for the
correspondent node to revert to send to the home address. Because, here, that address has not
been verified that would open the flooding attack possibility. Here we know the mobile node is
not an attacker, but the correspondent node cannot know, or assume, that.

If the network link to the mobile node’s home comes back, the mobile node can
do a home test and prove its home address. Of course, after the mobile node’s home link comes
back and if the mobile node returns home, the correspondent node can send packets to the mobile
node’s home address. If the mobile node doesn’t return home, it can still do the home test to
validate its home address to correspondent node. After the home test has been completed,
everything can work correctly as normal.

In this case we also cannot return a permanent home keygen token, as that
signifies verification of the home address. Without that, the repeated required BU packets from
the mobile node to the correspondent node would all need to be authenticated using the CGA and
signature, with the related computational costs.

We start with an examination of the operation of a correspondent node in normal
Mobile IP. Before the mobile node starts send binding update, the correspondent node sends
packets to the mobile node’s home address. Before we doing any kind of route optimization, the
triangle routing works. The correspondent node just keeps sending packets to the same place,
where it always was sending. If we are doing route optimization, after the correspondent node
receives the binding update from the mobile node, it sends packets to the mobile node’s current
care-of address. The binding gets renewed and renewed and if the mobile node moves again, we

change the binding. That is the current mobile IP specification. When the mobile nodes are
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known to be moving around, we have binding cache entry in the correspondent node, so we don’t
worry about that when we want to do route optimization.

Eventually when the binding cache entry goes away, packets revert to the home
network. That’s what we must change. The point of our solution is to prevent the correspondent
nodes from sending packets to the mobile node’s home address if there is no authentication of
mobile node’s home address but still accept the binding update in this case if it is CGA verified.
Because we don’t let the correspondent node send packets to the home address without validating
the mobile node’s home address, we can avoid the “return-to-home flooding attack”. The home
test is one way that we can use it to verify the home address really belongs to the mobile node. It
is possible there may be other methods. For example, we may be able to obtain information from
the transport layer (eg: TCP) that indicates that it has been in contact earlier with the MN at its
home address, with no binding cache entry redirecting packets. Whether this kind of validation is

practical, and safe, is for further study and is not part of this work.

3.4 Summary

We have shown a plausible scenario where a node might want to become mobile
and use the services of Mobile IP to allow it to retain existing connections, but where mobile IP is
unable to help as currently designed. It appears that by taking advantage of Enhanced Route
Optimization and making a simple change to the procedures this defect can be cured.

In the next chapter we will present a detailed design for the solution proposed.



CHAPTER 4

DESIGN

In the previous chapter, a limitation of existing Mobile IP was revealed and a
proposed solution was mentioned. This chapter will give the design details of this proposed
solution. The key points of this solution are: make the correspondent node receive a binding from
mobile node although the MN cannot provide the authentication of its claimed home address, and
avoid correspondent node reverting packets to the MN’s claimed home network when the mobile
node requests to delete or expire a particular binding if the mobile node has not validated its HoA
prefix to the correspondent node.

A design overview is given in section 4.1. The altered process of binding at the
correspondent node is described in section 4.2. In section 4.3 a new extra flag bit and its
operations are introduced. The solution to avoid reverting packets back home is given in section

4.4. The limitations of this design will be given in section 4.5.

4.1 Design Overview

The solution should solve the communication problem between the mobile node
and correspondent node when the network link fails so that the home agent cannot assist with the
security for the mobile node, but must not add a new security problem (it must avoid the
“return-to-home” flooding attack mentioned in the previous chapter). The solution will be based
on the current transmitting mechanisms (we assume the nodes support Enhanced Route
Optimization). We do not modify the infrastructure and basic operations of the Mobile IPv6. The
binding authentication method for the correspondent node must be modified to permit our
solution to operate.

When a MN communicates with a correspondent node from its current care-of

address, it must update its binding with its home agent and the correspondent node. Before the
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correspondent node accepts a binding, it must require verification of the MN’s home address. In
our solution, this rule will be changed because the HoT can not be accomplished since we want to
function when the home network link cannot be reached. We require less authentication in the
procedure the CN uses to validate an incoming BU, and allow the CN to accept a “special” BU,
which will be introduced in section 4.2.

With this modification, we obviously need to be concerned with the security of
the result. Our solution must ensure that packets can be passed safely between the communicators.
In order to prevent the “return-to-home” flooding happening, a new flag will be added in our
design, and through it, managing the correspondent binding cache to avoid this attack.

Our solution is based on the current Enhanced Route Optimization [17]. We
assume there is no permanent home keygen token obtained for mobile node to prove itself and

that every node supports Route Optimization.

4.2 Binding Update with Correspondent Node

For route optimization to work, the relationship between the mobile node and the
correspondent node is bound through sending a binding to the CN. The BU message must be
verified by the CN before it is accepted. When a correspondent node receives a BU message, it
first checks the existence of a Binding Authorization Data option and a Nonce Index Option. The
message will be dropped if these options do not exist. The Nonce Index Option contains the
values of home nonce index and care-of nonce index, which are used for generating a home
keygen token and a care-of keygen token by the correspondent node. From the tokens, the CN can
generate the shared secret information which was used by the MN when it created the BU
message. The way of getting the values of home nonce index and care-of index has been
described previously.

In our environment, the network link between the mobile node and its home
network or between the correspondent node and the MN’s home network is assumed broken. So
the home nonce index value cannot be obtained through exchanging the HoTI and HoT messages

via the home agent. Only the care-of nonce index can be obtained through exchanging the CoTI
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and CoT messages directly between the MN and the CN, as the figure 4.1 shows in which the
broken line means the HoT procedures cannot be done whereas the solid line denotes that the
COT procedures work well. ERO, in order to reduce the transmitting delay, permits the CN to
receive an EBU first if the home address of this EBU can be authenticated, and then keeps
checking the sender’s care-of address through checking the following complete binding update
message, in which MN should calculate the authenticator using new care-of keygen token that is
obtained from the returned Early Binding Acknowledgement (EBA) message from CN. After the
CN finishes checking the MN’s care-of address, the binding procedure is complete and future
packets can be transmitted safely between the MN and the CN. To permit this enhancement the

care-of nonce index may be omitted from the first BU.

Figure 4.1 Get the nonce index values while the network link has problem

The shared secret key Kbm, is important information for CN to verify a binding.
But here, there is no way to obtain it because we can not generate a home keygen token before
generating this key. That way, the CN cannot check the reachability of the MN’s claimed home
address. Then, even if the MN sends the BU to the CN, it will be rejected.

ERO provides three methods for a correspondent node to authenticate a binding.
Except for the method that is based on the knowledge of the MN’s permanent home keygen token
(this requires the MN to have obtained a permanent home keygen token already), the others need
the services of the HA to provide security service. Figures 4.2, 4.3 and 4.4 show the essentials of

the three authentication methods in ERO:
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Home nonce index

Non-null CGA Parameters option Signature option

Figure 4.2 Authenticate based on the CGA property of MN’s home address

Home nonce index |Permanent home keygen
Zero token option

Figure 4.3 Authenticate based on the MN’s permanent home keygen token

Home nonce index
Non-null

Figure 4.4 Authenticate based on the proof of reachability at MN’s home address

Figures 4.2 and 4.4 show the authentication methods cannot function because no
home nonce index value can be obtained in our situation. We also assumed the MN has not
obtained a permanent home keygen token in preparation. So the method shown in figure 4.3 also
cannot function.

In order to allow the CN to accept the BU, we must satisfy the base requirements
of validating the binding rules. So, here, a home nonce index value is needed to be used to allow
the CN to generate a home keygen token. For this requirement, we need to build a new type of
BU if the MN cannot accomplish the home testing. For this special BU, we set the home nonce

index value to be zero. The essential requirements of this special BU are as figure 4.5 shows:

SO 5 me CGA Parameters option Signature option

zero

Figure 4.5 Essential components of the special BU

Nonce Indices
Other CGA . Option Binding
e Signature . .
Mobility | Parameters Obtion Authorization
Option Option P Data

Mobility
Header

Home nonce index = 0

Figure 4.6 Format of special BU
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The new special BU message is built as figure 4.6 shows. But this BU cannot be
accepted by the CN because the reachability of the home address of this BU sender cannot be
checked. We have mentioned the ability of the CGA and what it can prove. The case of figure 4.2
shows that a binding message that includes CGA option followed by a signature option, still
needs to check the sender of this binding’s claimed home address, which is done through doing
the HoT procedures to get a home keygen token which is then used to generate a shared secrete
key. Figure 4.3 shows the case where a binding update’s sender has obtained a permanent home
keygen token, it can use this token to authenticate itself in future binding procedures without
doing any more HoT. The situation of figure 4.4 shows normal RR procedure case. Here, in our
designed case, figure 4.5, we have the CGA information, but we cannot do HoT to verify the
sender’s ownership of this claimed home address. If we cannot finish HoT procedure, the home
keygen token cannot be obtained and the value of home nonce index will be unavailable. The
basic Mobile IPv6 [3] also requires a binding update message that the nonce indices option cannot
be expired. So, we define the home nonce index to be zero because this way is more compatible
with the older specification and that makes the implementation simpler. Because the MN cannot
obtain proof of entitlement to its home prefix, the verification of this binding also cannot be done
for CN. In order to achieve our goal of keeping existing communications between MN and CN
when the home network is unreachable, we need to alter the normal rules for CN to validate the
special BU. Here, we make the CN accept this special BU if the CGA parameters option followed
by the signature option exists and the value of home nonce index is zero. If the care-of testing is
not yet complete, this special BU will be a special “Early Binding Update message” (EBU) and
the MN should send this BU again to make CN accomplish checking its claimed care-of address.
As is normal with ERO [17], if the CN received a binding as the special one we built, the status
code 151 will be sent with the BA message to MN. This status code 151 is used to indicate to the
MN to keep trying home testing to get a home keygen token.

The sequence of operations of the binding procedure are shown in figure 4.7.
The broken line means the home agent is removed from the communication between the MN and
CN. The MN moves to a foreign link, it still tries to send a BU message to HA and do HoT for
CN. But these cannot be finished because home agent does not exist. So, MN tries to send a

special “EBU” to the CN. After the CN verifies this special EBU message, it processes it and
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adds the information of this special binding to its binding cache, and then returns a special Early
Binding Acknowledgement (EBA) with status code 151 to the MN. The CN uses this special
EBA message to inform the MN to keep trying the HoT. After this special EBA reaches the MN,
it will send a BU to the HA and try the HoT again. If those fail, a repeated special BU will be sent

to the CN Ilater.

MN HA CN

S 3 o
| |
Handoff i
|

Binding Update

“Special EBU” I
i >
Binding Ack for “specialEBU” (with status code)
- i
“Special BU” :
>

|
Binding Ack for “specigl BU” (with status code)

A

MN Keeps BU
trying home | — — — T _>:
testing and HoTI |
bindingtoHA |~~~ _>:
Special BU (repeatefl)
|

Figure 4.7 Binding Procedure of the Special BU
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4.3 PU Flag and Its Operations

4.3.1 PU Flag Introduce

We have made the CN accept a special BU as described in the previous section.
But the evidence of the prefix of this special BU sender’s home address is not proved. In order to
allow the CN to know whether the proof of MN’s home address prefix is available or not, an extra
Proved Usable bit, which we call the PU bit, is added in our design [18].

The new PU bit is initially reset in the binding cache at the correspondent node.
When the CN obtains the proof of the prefix of the MN’s claimed home address, the PU bit is set
to indicate the authentication of MN’s home address has been accomplished. Otherwise, the reset

PU bit flags the mobile’s claimed home address as unauthenticated.

4.3.2 PU Operation

We add the new PU bit to the CN’s binding cache. The value of the PU bit is
added along with the BU when that is accepted by the CN, with the binding information is added
to the binding cache.

If the MN can prove the ownership of its home prefix, the PU bit is set to one.
Otherwise, the value of PU bit is set to zero. The operational details of each case are illustrated as
shown in figures 4.8 and 4.9. When the correspondent node receives an early binding, after
verifying this special EBU, the CN finds that the sender’s claimed home prefix is not
authenticated and the HoT is not finished, then the CN sets PU to zero for this special EBU and
acknowledges this message to tell the MN keep trying the home test procedure (using the status
code 151) and do a complete special binding (using the care-of keygen token contained in the
CoT option within the acknowledgement message). After the correspondent node processes this
binding, packets can be transmitted between the correspondent node and the mobile node at its

care-of address. If the network link is repaired, the home agent will be reachable and the mobile



52

node can validate itself through home testing. After the mobile node finishes authenticating its
claimed home address, the correspondent node will update the PU value to be one for this mobile

node. Then the future operation is normal.

MN 5 (N
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|

Figure 4.8 The PU operation when the MN’s home address is unauthenticated
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Figure 4.9 One case PU operation when the MN’s home address is authenticated
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Figure 4.10 Case where value of PU is updated after HoT procedure is accomplished.

Figure 4.10 shows the case where a special BU is received by the CN first, and
adds its information in its binding cache and sets PU to zero. After a while, the home agent
recovers, the MN can finish HoT and binding with HA, and then resends a BU to the CN. After
the CN processes this completely authenticated BU, the CN updates the information for this

particular node in its binding cache and sets the PU value to one.

4.4 Avoid Reverting Packets Back Home

We permit the CN accept a BU although the proof of sender’s entitlement to its
home prefix has not been obtained. A malicious node might use this point to trigger a flooding
attack as was illustrated in section 2.5.

In order to solve this security problem, also, an easier way is through operating
this PU bit to manage the binding cache at correspondent side, refusing to delete a binding which

PU shows “unauthenticated” status to indicate a binding where the MN’s home address is not
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proved. Because the CN doesn’t know whether the sender of this binding is a good guy or a
malicious node, it only knows whether this home prefix is authorized or not, as indicated by the
state of the PU bit. Mobile IP requires the CN to check its binding cache before it directs packets.
As long as a binding exists, packets will be directed to the nominated CoA instead of the apparent
destination (the HoA). Thus, the CN finds in this particular binding that PU status is zero, it
refuses this request of deleting this binding. Packets will not revert to the sender’s claimed home
address, but continue to use the current validated care-of address. That way, the “return-to-home”
flooding attack cannot happen. If a mobile node wants to expire or delete a binding with CN, if
the PU shows “unauthenticated”, the CN must refuse to delete this binding. But it can be update
the binding if the MN moves to a new location. Of course, there are other methods which also can
avoid redirecting to applier’s claimed home, such as make CN simply cease sending packets
anywhere for this connection until it receives a later binding update. In order to avoid home
flooding happening, CN cannot send packets back to MN’s home, and the binding about this MN
and its care-of address is deleted. A reasonable choice for the CN is to stop sending any more
packets for this MN, until the updated binding information or a new binding arrives. In our
implementation we adopted the former approach, to make the CN keep the binding in its binding
cache and send traffic to the last validated care-of address. This is easier for our implementation

and for testing our design.

4.5 Limitations of Design

Our solution is designed to cure one particular defect in Mobile IPv6, it is not a
perfect solution. Some limitations:

First, this solution requires mobile nodes to be pro-active in establishing
optimized routes, they cannot simply react to having received data relayed via the home agent as
a signal that route optimization is required. This requires the Mobile IP implementation to be
aware, or able to obtain knowledge of, all existing peer correspondent nodes.

Second, no incoming connections can be received from unpredicted nodes. In

normal Mobile IP, the packets would be relayed by the home agent for the connection request
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from an unknown node. When the mobile node receives that relayed request packet it can use the
RO if it wants. Here, CN is known only by its HoA (from the DNS usually) and we don’t have
the service of the HA, so if an unknown node wants to initiate a connection, it cannot succeed and
our method cannot assist in this case.

Third, our proposed solution requires both the mobile node and the
correspondent node to understand this new protocol [17] and it could not work in other cases.

But our solution is better than nothing working at all.

4.6 Summary

In this chapter we have shown how by adding a new bit (the PU bit) to the
binding cache we can allow route optimization to succeed even when no home agent can be
accessed to assist with node address verification.

In the following chapter we will describe the prototype implementation built to
test our hypothesis that the solution designed is both sufficient and correct, then the succeeding

chapter will provide the results from testing using the prototype implementation.



CHAPTER 5

IMPLEMENTATION

In this chapter, we describe the prototype implementation built to test our design
to allow communication between the mobile node and the correspondent node to continue while
the home network link is broken. The key element of this solution is: to change the authentication
rules of the correspondent node and manage the binding cache at correspondent node side. The
mobile node must then send a Binding Update to the CN in the new form.

An overview of this implementation is presented in section 5.1. Section 5.2
describes the procedures for binding with the correspondent node and the procedure for
processing Binding Acknowledgement messages. The PU operation is introduced in section 5.3
and the method to avoid reverting packets back home is given in section 5.4. Section 5.5 provides

some details of limitations of the prototype implementation.

5.1 Overview of the implementation

To achieve the purpose of keeping communication between the mobile node and
the correspondent node while the home agent is unreachable, one of the key requirements is to
alter the binding rules for the correspondent node. When the correspondent node detects a mobile
node triggering route optimization, the binding between the two must be made before data
packets can be transmitted. Our implementation started with a working implementation of
Enhanced Route Optimization [39], but the authentication methods of it need some changes.
When a mobile node cannot provide the proof of entitlement to use its home address’s prefix in a
binding to the correspondent, we still make the CN accept this binding. In order to distinguish this
partly unauthenticated kind of BU, a new “PU” bit is inserted in the binding cache at the

correspondent node.

56
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The functions required by the implementation are modifications to the existing
SHISA mobility stack [27] on FreeBSD 5.4 [28]. SHISA is implemented on top of the KAME
IPv6 stack [29] that contains all of IPv6 implementation including the SHISA project. The Mobile
IPv6 implementation from KAME-SHISA does not support ERO, but Kuang Shilei has
implemented and tested the ERO under the KAME-SHISA [39]. Our implementation is a
continuation of that work, which has implemented the use of Cryptographically Generated
Addresses in Mobile IPv6 to improve security and reduce handover delays, accomplish the
functions of generating and verifying CGAs for Mobile IPv6 ERO, and using RSA [30]
algorithms to sign and verify Binding Update and encrypt and decrypt the permanent home
keygen token. In his implementation, the concurrent care-of address test is included but the
Credit-Based Authorization is not yet supported. Here, we also simply assume there is no attempt
is being made to attack the CoA in our tests, as further testing of basic ERO is not part of this
thesis.

Table 5.1 SHISA programs

Program Function

mnd The mobile host functions

had The HA functions (for MIPv6 and NEMO BS)

cnd The CN functions and to provide route optimization of CN
babymdd A simple movement detector of MN and MR

mrd The MR functions
nemonetd The tunnel setup functions for NEMO BS

SHISA consists of several user space programs and a modified kernel. Table 5.1
shows the programs of SHISA stack [31]. The programs of mrd and nemonetd (for NEMO
network mobility [42] function) are not relevant to our work. The remaining programs: mnd, had,
cnd and babymdd handle, respectively, the MN signaling messages, the HA signaling messages,
the RO responder (correspondent) signaling messages and the movement detection procedure.

The binding database that links the HoA and CoA of an MN is maintained by mnd and mrd on the
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MN/MR side, and by end and had on the CN/HA side. In our implementation, the binding cache
at the correspondent node is of concern. It is maintained by the cnd. The subset of the information
of the databases that is necessary for the packet input and output processes in the kernel is
injected by these programs using the mobility socket, which is a newly designed socket of the
SHISA implementation, to provide the communication interface used between the kernel and the
user space programs, and between the user space programs. It can also be used as a notification
mechanism from the kernel to user space programs.

To get better performance, the SHISA stack separates operations into two layers:
the packet processing of normal traffic should be done in kernel space, while the signal
processing for Mobile IP operations should be done in user space. Our implementation requires

work to be done in both spaces.

5.2 Binding Update with Correspondent Node

5.2.1 Trigger an Binding Update message

ERO [17] permits the temporary home keygen token to be prepared before the
MN hands off. This can be used to provide the proof of the MN’s home prefix ownership. That
way saves a possibly long round trip through the home agent during the critical handoff period.
This is primarily of benefit to mobile nodes that expect imminent movement, either signaled by
link layer monitoring, or deduced from a pattern of past movement events. For this project, we
assume there is no temporary home keygen token for preparation, which means no proactive
home test has been done before the mobile node moved.

In the SHISA stack [27], the babymdd daemon is used to provide a simple
movement detection function. After the mobile node moves to foreign link, babymdd sends a
message to the mnd daemon. Then mnd could obtain a list of all existing conncetions from the
kernel, and commence EBU on each different correspondent node included in that list. In a
normal IPv6 mobile node, RO can be triggered when the mobile node receives a tunneled packet.

In this project, the home agent does not exist so it can not function for tunneling packets between
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the mobile node and correspondent node, the mobile node cannot receive hint information to start
RO. For our solution, we want the mobile node to send an Early Binding Update message directly
to the correspondent node after it moves to the foreign link. This should involve determining the
CN address(es) from the kernel’s list of connections, triggered by the movement event. For
simplicity our implementation knows the CN address, and we give external advice which uses a
UNIX interrupt signal and operates on the mnd daemon to start sending an EBU or special EBU.

If the MN’s home address is unauthenticated, our new special Early Binding
Update message will be used. In this special early binding message, the Care-of Test Init option is
included, which is used for concurrent care-of testing. The Care-of keygen token will be returned
within the Care-of Test option contained in the EBA or special EBA message. Through
exchanging the EBU/EBA or special EBU/special EBA pairs, the concurrent CoT procedures can
be accomplished.

We have given the design of the essential parts of the special BU/EBU message

in the previous chapter. The architecture of an EBU message is as figure 5.1 shows.

Other CGA . Nonce Binding
o Signature | Care-of Test . .
Mobility | Parameters Ontion Init Option Indices | Authorization

Option Option P P Option Data

Figure 5.1 Architecture of EBU for CN

Mobility
Header

A mobile node sends a Binding Update message with a Binding Authorization
Data option, which includes the Authenticator value computed by the procedure described in the
previous chapter, and a Nonce Index option that contains the home nonce index and the care-of
nonce index, which have been used when generating a shared secret to compute the authenticator.

In our designed special binding update message, the home nonce index value is
set to be 0 indicating that no Home Test has yet been performed, and that consequently no home
keygen token is available. Also, when the mobile node builds this binding, it adds the
authorization data into the authenticator in the Binding Authorization Data option for CN to use
later in verifying this binding, in a different way than the normal case. We have described the
authenticator calculation method in section 2.3.4, the home keygen token value is used in this
calculation algorithm as follow shows:

Authenticator = First (96, HMAC SHA (kbm, (care-of address | CN address | BU)))
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While, the shared secret key kbm, is calculated as:
Kbm = SHA 1 (home keygen token | care-of keygen token)
(if MN is at a foreign network)
Or
Kbm = SHA1 (home keygen token) (if MN is at home)

From the above calculating functions, we can see that the home keygen token is an important
parameter that used for verifying the HoA of mobile node. In our environment, there is no
verification of the home address, and if the care-of test is deferred, no care-of token either, so for
our special EBU we use:

Kbm=0

(if MN is at foreign network while the home network is unapproachable, and CoT is incomplete)

If the MN has obtained a care-of keygen token, it can send a special BU instead the above special
EBU. That way, the Kbm is caculated as:
Kbm = SHA 1 (care-of keygen token)

(if MN is at foreign network while the home network is unreachable, and has done the CoT)

The case where Kbm = 0 gives no authenticator of course, there is nothing to
authenticate, and an alternative would have been to omit the authenticator. We chose to retain it to
retain more of the normal packet processing, and because after the first iteration, the care-of
keygen token will be available, and the authenticator needed to complete the CoT.

The send bu () function is called when the mobile node sends a binding update
message to the correspondent node. The flowchart in figure 5.2 shows the important parts of the
algorithm for building a binding sent for each of the variant authentication requirements, which
includes the special case that the home keygen token is not obtained. For the special case, we
send the designed early special binding with a home nonce index that is filled with 0 and the
shared secret kbm is created as 0 (the case of the left second column in figure 5.2) or a complete
special binding which kbm is calculate using care-of keygen token only if MN has finished the

CoT procedure.
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5.2.2 Binding Validation for Correspondent Node

BU validation processing will be done by the cnd daemon. When a BU message
is received by a CN, it will be cryptographically protected by one of the ERO procedures
depending upon the authentication method that the sender has chosen. The dest6 mip6 hao( )
function checks the next header to be processed, and if the next header is a Mobility Header and
the message type is BU, the function swaps the HoA in the HAO option and the source address of
the IPv6 header. The BU message will be validated in the processing routine that calls the
receive_bu( ) function. If the BU message has been sent as a result of one the proper ERO
procedures, the message will pass the cryptographic verification, otherwise it is dropped.

Following the BU processing rules of ERO[17], when a CN receives a BU
message, it must first verify the sending mobile node is the legitimate owner of the HoA specified
in the message. The authentication method chosen based on the home nonce index contained in
the Nonce Indices option within the BU message, and the existence of CGA Parameters and
Signature options in this BU. In order to allow our special binding to pass the verification by the
correspondent node, we need to modify the authentication methods of the CN. A BU that is
validated still also needs to satisfy the requirements of the basic Mobile IPv6 [3]. The overall
process of the verification procedure is as shown in figure 5.3. When the correspondent node
receives a binding, it should check the existence of the authorization and nonce indices options. If
they exist, it will continue verifying this binding. In this processing procedure, if the nonce index
has expired, the CN cannot accept this binding and it should return a BA message to inform the
MN to obtain a fresh nonce.

In this procedure, the new designed bit “PU” is also added when the
correspondent node processes the binding. When the correspondent node compares the
authenticator with the value calculated from the information of home nonce index and care of
index in the binding, for the special case, the shared secret kbm is created using the care-of
keygen token only if the ownership of mobile node’s home address cannot be proved but a care-of
keygen token has been obtained, or setting to zero if it is an early special binding. After the
binding is validated, the function mip6 bc add() will be called, which causes the binding

information to be added to the binding cache in the correspondent node.
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5.2.3 Binding Acknowledgement for Mobile Node

If the binding can be validated under ERO [17] using one of the three defined
authentication methods, the binding will be fully authenticated. That way, the status of this
binding is accepted. If the binding was sent as our designed special case, we also make the
correspondent node accept this binding through making a small change in the verifying binding
procedures, but a Binding Acknowledgement (BA) message also needs to be sent to the mobile
node with status code 151 to provide notification to the MN that its binding has been accepted,

but that it should keep trying the Home Test.

Binding Ack packet input
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User
space

bul reg fsm ()

Creation/Update requestgvia the Mobility Socket

mipsock_bul_requm()

h

: Kernel
mip6_bul add () space

Figure 5.4 Binding Ack packet processing
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In the SHISA stack, the BA message is received by the general signal processing
function mip6_input() and passed to the IPv6 raw socket mechanism to deliver the message to the
user space. Once the packet is processed, the SHISA user space program updates the related
binding information using the Mobility Socket mechanism. Figure 5.4 shows the processing of a
BA packet. In original design of ERO [17], if the sender of a binding cannot provide the proof of
its home prefix ownership, the CN must refuse this binding. The MN also will drop the binding
and go to try HoT. In our solution, in order to keep the communication between the mobile node
and correspondent node when the home agent cannot be reached, we make the CN receive our
new special BU, so the binding information also cannot be dropped by the mobile node. The
function bul fsm back preprocess() is called for the MN to process BA messages. After the
mobile node has processed the BA message, the information of this binding will be passed to the
kernel space via the Mobility Socket. If there is no binding update list existing for this binding
information, the mobile node will add this binding update list in its binding update database. The

procedure of creating a binding update list for a mobile node is as figure 5.5 shows.

babymdd mnd Kernel
I

Detect movement

MD_INFO message
with a new CoA

\

BU/BA exchange
with Correspondent
node

BUL_ADD message

\

BUL entry creation

\j ¢

Figure 5.5 Creating a BUL for MN
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5.3 PU Operation

In section 5.2.2, we have mentioned a new designed bit “PU” that is added with
other information together in the binding cache at the correspondent node side when a binding is
accepted by the CN. It is one bit, so two values is all that is possible. This bit indicates whether
the ownership of binding sender’s home prefix is authenticated or not. The possible values for
three important variants of a binding are shown in the table 5.2 and the values of “PU” bit setting
for each different binding is shown in the table 5.3.

Table 5.2 All different status of CGAs, home nonces and care-of nonces

Options Values
CGAs yes no
Home nonces Valid Expired 0
Care-of nonces Valid Expired 0

In table 5.2, for the home nonce and care-of nonce, the values could be one of
“Valid”, “Expired” and “0” status. The “0” indicates the HoT or CoT is not finished. We use
“yes” and “no” to indicate whether the node’s home address is a CGA or not.

Table 5.3 PU values setting for all different bindings

CGAS Home Nonce Care-of nonce Status of BU  Values of PU
1 Yes 0 Valid /0 accepted 0
2 Yes 0 Expired Not accepted
3 Yes Valid Valid /0 accepted 1
4 Yes/No Expired Valid / Expired /0 Not accepted
5 No Valid Valid accepted 1

6 No PHKT Valid /0 accepted 1
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In table 5.3, cases 3, 5 and 6 correspond to the ERO [17] defined requirements
for binding authentication cases, the “PU” is set to 1 as the mobile node can provide the proof
about its home prefix ownership. Case 1 is the our designed special BU/EBU (if the care-of nonce
index is 0, it will be an EBU), using “0” for “PU” bit to indicate the sender’s home address of this
binding is not validated. Case 2 is different from our designed special BU as it has a care-of
nonce index that is expired. It cannot satisfy the basic Mobile IPv6 [3] defined requirements, so it
will be refused by CN. The reason of dropping case 4 is the same as case 2, the home nonce index

also cannot be expired.

5.4 Avoid Reverting Packets Back Home

If a mobile node wants to delete a binding with a correspondent node, a binding
update message is required where the binding lifetime is 0 or the care-of address is set to the
home address. After the correspondent node receives a binding like this, it will see if a particular
binding for this mobile node exists in its binding cache first. Also the receive bu() function will
be called to process this binding. After this binding is successfully processed, the
mip6_bc_delete() function is called. mip6 bc lookup() function is used to find this binding of
this mobile node. If this binding exists and its binding state is “VALID”, then it will pass this
requirement that mobile node moves back home to kernel through mobility socket,
mipsock bc request(bc, MIPM BC REMOVE). In previous section, we mentioned a new flag
“PU” is designed to indicate whether the mobile node’s home address is authenticated or not.
After this request to delete the binding is passed to the kernel, the correspondent node checks this
binding entry information in its binding cache. If the PU bit is equal to 0, the correspondent will
retain this binding entry in its binding cache. That way, later packets will continue to be sent to

the current proved care-of address of this MN rather than to the unverified home address.
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5.5 Implementation Limitations

Our implementation does not seek to learn correspondent node address for the
mobile node to use to send binding updates. Rather for our prototype we simply “know” the
appropriate CN address to use.

Similarly our implementation does not send the special Binding Update upon
detecting that the mobile node has moved, it must be instructed by an explicit signal from another
process to commence the new procedures.

The correspondent node correctly avoids transmitting packets to an unverified
home address by retaining the last verified binding cache information, but in our implementation
that information is never discarded, unless the mobile node verifies its home address. This could
lead to a denial of service attack by overflowing the capacity of the CN’s binding cache with old
bindings of unverified home addresses that are not removed even though the CN has no packets
to send to that address, and which thus could not be the subject of a flooding attack.

All of these limitations could be corrected by additional programming, but none
detract from our purpose of showing that the design in the previous chapter achieves its aim, so

that additional work has been deferred to some later production implementation.

5.6 Summary

This chapter has given details of the implementation undertaken to demonstrate
the effectiveness of the solution designed in the previous chapter.
The next chapter will explain the tests undertaken and results obtained using the

implementation from this chapter.



CHAPTER 6

TESTING

This chapter describes the testing of our prototype implementation of the
solution design. Using a simple test network we test the ability of a mobile node to move and
continue communicating without the home agent assistance, and verify that this does not permit
flooding attacks of the claimed home network.

The equipment and software along with the network topologies designed and
deployed are presented in section 6.1. The testing scenario and results are described in section 6.2,

with a summary of results in section 6.3.

6.1 Testbed Deployment

6.1.1 Equipment and Software

For the requirements of this project, the experimental testbed is the minimum
possible Mobile IPv6 network. This testbed consists of three machines which play roles of two
IPv6 nodes as the mobile node and a correspondent node respectively and an IPv6 router that also
servers as home agent. All of them run the FreeBSD operating system. We chose the most recent
(final) version of Mobile IPv6 from the KAME project, which is kame-20061106-FreeBSD. The
details of equipment and software are shown in table 6.1.

SHISA consists of several user space programs and the modified kernel
functions [31]. Based on the node type, one or several SHISA programs run on a node. In
addition, a user can choose to drop or replace functions by stopping or changing programs. In
other words, the modified function can run on the same node type. The table 6.2 gives the

category of the node type and the SHISA programs each node type runs.

69
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Table 6.1 Equipment and Software
Testbed Compodents Software

CPU: Pentium 4, 2.4G HZ

Freebsd 5.4-RELEASE and

Mobile Node 1G RAM kame-20061106-freebsd54

80G hard disc

CPU: Pentium 4 1.8G HZ

Freebsd 5.4-RELEASE and

Correspondent Node 512MB RAM Kkame-20061106-freebsd54

200G hard disc

CPU: Pentium 2 400M HZ

Freebsd 5.4-RELEASE and

IPv6 Router 256 MB RAM kame-20061106-freebsd54

40G hard disc

Table 6.2 SHISA Programs categorized by the node type

Node Type Mobile IP daemons
Mobile Node mnd babymdd (cnd)
Correspondent Node cnd
IPv6 Router/ Home Agent had

The Home Agent Daemon had is used to configure the kernel to function as a
home agent. It determines the home link by looking at the address of the interface it was called
with and passes this information to the kernel. By connecting to port 7778 on localhost, it is
possible to view statistics and the binding cache as well as to clear the cache.

The Mobile Node Daemon mnd is used to configure the kernel to function as a
mobile node. It determines the Home Address of the MN by looking at the home address assigned
to the interface it was called with. This information is passed to the kernel. By connecting to port
7778 on localhost, it is possible to view the binding cache, the list of home agents and a list of
hosts for which no route optimization should be done. It is also possible to view statistics, as well
as to clear the lists and cache.

The correspondent Node Daemon cnd is used to configure the kernel to function
as a correspondent node supporting route optimization. By connecting to port 7777 on localhost,

it is possible to view statistics and to clear the binding cache of the CN.
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The baby Movement Detection Daemon babymdd runs on a mobile node. It is
responsible for determining the current network location of the node, as well as notifying the
kernel about a change of location. This is done by polling the status of the given interface at

regular intervals, as well as by watching a routing socket for changes in routing information. [40]

Foreign Link 2 @
| Correspondent Node

Home Link
[ —

HA/Router

6.1.2 Network Design

Foreign Link 1
o

: D
Mobile Node A WES

| S|
| i@
\

\ _.~"Mobile Node A

Figure 6.1 Experiment Testbed Architecture

The network design must satisfy our research and future work requirements. We
have mentioned this testbed is a minimal Mobile IPv6 network. Figure 6.1 shows the testbed
architecture. This testbed consists of three machines, the Mobile Node, Correspondent Node and
IPv6 Router respectively. The Mobile Node needs to move to a foreign link, so this architecture
must provide two or more different networks at least. We use the PC-based IPv6 router instead of

the commercial IPv6 router to allow the latest IPv6 features to be easily deployed.
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The experimental network just requires three computers, two additional Ethernet
cards and several cables. We merge the home agent with [Pv6 Router function on one machine.
The home agent is required for initially assigning the home network link to the mobile node in
our testing. We use two network cards to simulate foreign link 1 and foreign link 2. The former
one is the network that mobile node will move to (care-of address) and the later one is assigned as

correspondent network.

6.1.3 Network Configuration

The Testbed network is configured to use IPv6 exclusively. The configuration of
our testbed is as follows:
1. The Home Link is assigned the network prefix 2008:ffff: ffff: ffff::/64.
2. The Foreign Link 1 is assigned the network prefix 2008:ffff:ftff:face::/64.
3. The Foreign Link 2 is assigned the network prefix 2008:fftf:fftf:feed::/64.
4.  The Mobile Node’s home address is 2008:fftf: ffff: ffff:34a2:7904:ef45:1b0e.
5. The Home Agent’s home interface address is 2008 ffff: ffff: ffff:: 1.

6.  The Correspondent Node’s address is 2008:{fff:ffff:feed:204:5aff: fe4a:fb7c.

6.1.4 Host Configuration (Mobile Node, Correspondent Node, Home Agent/Router)

1.  Mobile Node
The configuration of the mobile node is different from other nodes. When the
mobile node is at home, it can use its home address to receive packets from others. When the
mobile node moves to a foreign link, it will get a care-of address and the packets will be delivered
to the care-of address then transported to the home address. So we configure mip0 and r10 as two
interfaces to the mobile node. The interface mip0 is configured as a pseudo interface and it holds
the MN’s home address when the mobile node has moved to foreign link. Figure 6.2 gives the

description. When the mobile node remains at home, the packets will be directed to the mobile
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node’s physical address interface rl0 directly, where the home address will be assigned. When the
mobile node moves to foreign link, the packets will be sent to the physical address interface rl0
first, here the current care-of address of mobile node remains. Then the packets delivered to the

virtual interface mip0, where the home address of mobile node is held.

Home Link Foreign Link

Mobile Node
A

Mobile Node

mip0 rl0 mipOT rl0

Home Addresgs Home Address

is assigned Here is assigned here .
g & assigned here

Packets f!

Figure 6.2 Interfaces Assigned on Mobile Node

We configure the mobile node using the /etc/rc.conf file, containing the

information shown below:

ipv6_enable = “YES”

ipv6_gateway enable = “NO”

ipv6_network interfaces = “r10 mip0” (mip0 is the Pseudo interface)

ipv6_ifconfigure r10 = “up” (r10 is the Ethernet card interface)

ipv6_ifconfiture mip0 = “2008:ffff:{ftf: fftf:34a2:7904:ef45:1b0e home™

ipv6_mobile enable = “YES”

ipv6_mobile nodetype = “mobile node”

ipv6_mobile_security enable = “NO” (Configure IPSec)
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2.  Correspondent Node
In our experimental network, only one correspondent node is communicating
with the mobile node. For our purposes, Route Optimization must be supported by this
correspondent node.
The correspondent node is configured using the following extract from
/etc/rc.conf:
ipv6_enable = “YES”
ipv6_gateway enable = “NO”
ipv6_network interfaces = “dc0”
ipv6_ifconfig dcO = “2008:ffff:ffff:feed:204:5aff:feda:fb7¢c”
ipv6_mobile enable = “YES”

ipv6_mobile nodetype = “correspondent node”

3.  Home Agent/Router
We configure another machine as a static router for this testbed. There are three
Ethernet cards in it. The interfaces x10, r10, pcn0 are configured to the foreign link 1, foreign link
2 and home link respectively. In order to assign the mobile node home link prefix, the home
function exists in this configuration initially. After the mobile node has its home address, we
remove the had daemon using the “kill” command. We disable the IPv6 mobile security function
here, because home agent will not actually be used, configuring security for it is just wasted
effort.
The details of Home Agent/Router configuration in /etc/rc.conf file are as
follows:
ipv6_enable = “YES”
ipv6_gateway enable = “YES”
ipv6_router enable =“YES”
ipv6_router = “/usr/local/v6/sbin/route6d”
rtadvd_enable = “YES”
rtadvd_interfaces = “x10 r10”

ipv6_network interfaces = “pcn0 x10 r10”
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ipv6_ifconfig pcen0 = “2008:ffff: T fff:: 1 prefixlen 64” (home link interface)
ipv6_ifconfig x10 = “2008:ffff:ffff:face::1 prefixlen 64  (foreign link I interface)
ipv6_ifconfig r10 = “2008:ffff:ffff:feed::1 prefixlen 64  (foreign link 2 interface)
ipv6_mobile enable = “YES”
ipv6_mobile nodetype = “home agent”

(home agent function exists initially, we remove it later using “kill” command)
ipv6_mobile home interface = “pcn0”

ipv6_mobile security enable = “NO”

6.2 Testing and Result

6.2.1 Testing Scenario

This section presents our testing scenario, which simulates a broken home
network but still allows the mobile node to continue communicating with correspondent node.
We begin by having the mobile node (A) establish a connection to the correspondent node from
its home link, as figure 6.3 shows. After the mobile node has its home address, we remove the
home agent. Then move A to foreign link 1, and verify that it can keep communicating with the

correspondent node, as shown in figure 6.4.

Correspondent
network

IPv6 network

Correspondent Node

Mobile Node A

Figure 6.3 Mobile Node communicate with correspondent node at home first
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Correspondent Node

Foreign link 2

Home Link

IPv6 network

Foreign link

Mobile Node

Figure 6.4 Mobile Node communicates with Correspondent Node without Home Agent at foreign

link

6.2.2 Testing Result of Scenario

In the testing, we use the SSH program [37] on the mobile node to make a TCP
connection with the correspondent node and use the Wireshark program [36] or tcpdump [38] to
monitor the testing process at correspondent node side. The Mobile node’s home address must be
a CGA, which is manually configured in the /etc/rc.conffile.

The packet flow of our testing scenario is shown in figure 6.5. We use SSH to
cause the mobile node to establish a connection with the correspondent node from its home link.
Then we use the kill command to remove the had daemon from our experiment to simulate the
case of no home agent, and move the mobile node to the foreign link. We use the UNIX interrupt
signal to generate a trigger event code to cause the mobile node to send the new Special Early
Binding Update message to the correspondent node directly from its current care-of address. After
the correspondent node receives this special EBU, it will process, validate and add this binding to
its binding cache. Then it replies with a special EBA with the status code 151 to inform the

mobile node that the binding was accepted but to keep trying the HoT procedure.
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Figure 6.5 Packets flow of testing scenario

Now we will see the operation details of this testing procedure:

1. Remove had daemon from the Home Agent/IPv6 Router machine using kill
command.

2.  Establish connection between the mobile node and correspondent node via
SSH when the mobile node stays at home.

3. Move mobile node to the foreign link (its care-of link).

4. Send a special Early Binding Update message from mobile node to the
correspondent node.

Figures 6.6 to 6.12 are the results of this testing. Packets in these figures show
the details of their being transmitted before and after the home agent is removed. In order to
observe packets detail information more easily, we choose the wireshark to capture packets flows
on correspondent node side. At same time, we run tcpdump on Home Agent/IPv6 Router machine
to monitor the three interfaces which are pen0 (interface of MN’s home address), x10 (interface of
MN’s care-of link) and rl0 (interface of correspondent link). We also can check the nodes status
through system log (syslog [28]) files contained by every node, which records the Mobile IPv6

daemon information and status.
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¥ Tepdump records on pend (home link) interface | L G Tepdumprecordsonrd ((Ninterface |
£121:40:31.487910 2008: ffff:ffff:feed:204:5aff:feda:fb7c.22 > 2
21:40:31.487974 2008 . ffff.ffff:feed:204:5aff:feda:fb7c.22 > 2008 fEFf: FEFF: FFFF:34a2:7904:ef45:1b0e.49152: P 1921:1969(48) ack [
2008 £E£f: FEEE £££F:34a2:7904: e£45:1b0e.40152: P 1921:1969 (48) 704 win 32844 <nop,nop,timestamp 76060 74848> [flowlabel 0x516cf]

ack 704 win 32844 <nop,nop,timestamp 76060 74848> [flowlabel 21: 40 31 488008 2008: ffff ffff feed 204:5aff: fe4a fb7c 22 >
0x516cf] e padke
21: 40 31. 488085 2008 ffff ffff feed 204:5aff: fe4a fb7c 2

21 40 3L 488263 20
2008.ffff.ffff.feed.204.5aff.fe4a.fb7c.22. I
0x516e£] <nop.nop. timestamp 74848 76060> Ctlowlabel 0x992Ff )
21:40:31.488197 2QQ5‘ffff‘ffff_ffffiﬁng‘ZQQAigf45 1b0e.49152 > 21:40:33.338591 2008: ffff:ffff:feed::1 > MN moved to CoA
Zﬁiiaéiii ffff:feed:204:5aff: feda:fh7c.?2?: . ack 2017 win 32820 2008: ffff: ffff:feed:204:5aff:feda:fb7c: icmp6: neighbor sol: who
< ress

waeatamn 74848 76060> Flowlahel 0x992fF™ has 2008:ffff:ffff:feed:204:5aff:feda:fbic
21:40:35.119559 fe80::210:83ff:fe34:3d2d.521 > ££02::9.521: MNnoved 21:40:33.338784 2008:ffff:ffff:feed:204:5aff :feda:fbic >
ripng-resp 2: 2008:ffff:ffff:face::/64 (1) toCoAd | 2008 : ffff: ffff:feed::1: icmp6: neighbor adv: tgt is
2008 f£ff: ffff:feed::/64 (1) 2008 fEff: £Eff:feed:204:5aff: feda: fbic

21:40:35.118916 fe80::280:48ff:fe37:d2c8.521 > ££02::9.521:
ripng-resp 2: 2008:ffff:ffff:ffff::/64 (1) 2008:ffff:ffff:face::/64
1)

21:40:38.338155 2008: ffff:ffff:feed:204:5aff:feda:fb7c >

2008 ffff . ffff:feed::1: icmp6: neighbor sol: who has

2008 ffff  ffff:feed::1

21:40:38.338352 2008:ffff:ffff:feed::1 >

2008 fEff: fEff:feed:204:5aff:feda:fbic: icmp6: neighbor adv: tgt is
2008: ffff: ffff:feed::1

21:40:47.731816 2008:ffff:ffff:face:2c1:28ff:fe0l:efel >

2008 ffff . ffff:feed:204:5aff:feda:fb7c: DSTOPT mobility: BU
seq#=18548 A lifetime=36

21:40:47.738242 2008:ffff:ffff:feed:204:5aff:feda:fb7c >

2008 fEff . ffff:face:2¢1:28ff:fe0l:efel: srcrt (len=2, type=2,
segleft=1, [0]2008:ffff:ffff:ffff:34a2:7904:ef45:1b0e) mobility: BA
status=151 seq#=18548 lifetime=36

21:40:52.129097 fe80::280:48ff:fe37:d2c8.521 > ££02::9.521:
ripng-resp 2: 2008:ffff . ffff:ff£ff::/64 (1) 2008:ffff:ffff:face::/64
(1)

21:40:52.447171 2008: f£ff . ffff:f£ff:34a2:7904:ef45:1b0e.49152 >
2008: fEff  £Eff:feed:204:5aff: feda:fbic.22: P 704:752(48) ack 2017
win 32844 <nop,nop,timestamp 76944 76060> [flowlabel 0x992ff]
21:40:52.447701 2008:ffff:ffff:feed:204:5aff:feda:fb7c >

2008 ffff: ffff:face:2c1:28ff:fe0l:efel: srcrt (len=2, type=2,
segleft=1, [0]2008:ffff:ffff:ffff:34a2:7904:e£45:1b0e) 22 > 49152:
P 65359233:65359281(48) ack 891608238 win 32844 <nop,nop,timestamp
78156 76944> [flowlabel 0x516cf]

21:40:52.447807 2008:ffff:ffff:feed:204:5aff:feda:fb7c >

2| 2008 fEff: fEff:face:2c1:28ff:fe0l:efel: srert (len=2, type=2, 2

ey | SRS, PR N | FATNAND . LLLL. £LLL. LLLL.NDA-N.7ANA . - LAC . A1A_N NN . ANACH.

Figure 6.6 Last TCP packet from MN’s HoA to CN before MN moved to CoA

Figure 6.6 shows the tcpdump records of both the pcn0 and rl0 interfaces. The
information of interest has been highlighted in this figure. The marked packet is the last TCP
packet from MN’s home address to the correspondent address before the mobile node moved to
the CoA. The left window in this figure is the records on pcn0 (MN’s HoA) interface and the
right window records testing results on rl0 (CN) interface. We can see that there are no TCP reply
packets from CN to MN’s HoA after the MN sent its last TCP packet.

After this packet was sent, we moved mobile node to the foreign link (its care-of
link). Figure 6.7 shows results of packets transmitted after the mobile node moved. The left
window in this figure is the tepdump results on x10 (MN’s CoA) interface and the right window is

recorded on rl0 (CN) interface. In the information highlighted in the left window, we can see that
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MN attempts home registration after it moved to the foreign link, but no binding
acknowledgement packets are returned from the HA. Then we cause the MN to send a BU to the
CN, this is the special EBU. After the CN verified and accepted this special EBU, it returns a
special EBA to MN, with status code 151, used for notifying the MN to retry the home test. We

can see details of both messages in figures 6.8 and 6.9.

[ Topdump records on:xi0 (MNFE oA link) interfuce U F& & Tepdunprecords on 0 (CNlink) interfuce

21:40:44.013387 fe80::2c¢1:28ff:fe0l:efe0 > ££02::2: HBH icmp6: (11 21:40:31.487910 2008: f£ff: FFFE:feed:204:5aff: feda: fb7c.22 > l

multicast listener done max resp delay: 0 addr: 2008 : fEf£f fE£f: £fff:34a2:7904:ef45:1b0e.49152: P 1921:1969(48) ack

££02::1:££45:1b0e [hlim 1] MN tries home registration | 704 win 32844 <nop,nop,timestamp 76060 74848> [flowlabel 0x516¢f]

21:40:44.013991 2008: ffff:ffff:face:2c1:28ff:fe0l:efel > 21:40:31.488008 2008: ffff:ffff:feed:204:5aff: feda:fb7c.22 >

2008: £FFF: FFFF:FFFF::1: DSTOPTCqobility: BlDseq#=17768 AH 2008: ff£f: fEFf: ffFF:34a2:7904:ef45:1b0e.49152: P 1969:2017(48) ack

lifetime=40 _ 704 win 32844 <nop,nop,timestamp 76061 74848> [flowlabel 0x516¢f]

21:40:44.014231 fe80::20a:5eff:fe20:1d40 > ££02::1:ff01:efel: 21:40:31.488263 2008: ffff:ffff:ffff:34a2:7904:ef45:1b0e.49152 >

icmp6: neighbor sol: who has 2008: ff£f: fff:feed:204:5aff feda:fb7c.22: . ack 2017 win 32320

2008 ffff:ffff:face:2c1:28ff:fe0l:efe <nop,nop, timestamp 74848 76060> [flowlabel 0x992ff]

21:40:44.014380 :: > ff02::1:ff01:efe0: icmp6: neighbor sol: whol 21:40:33.338591 2008:ffff:ffff:feed::1 >

has fe80::2c1:28ff :fe0l:efel 2008 : f££f . ffff:feed:204:5aff :feda:fb7c: icmp6: neighbor sol: who

21:40:44.602761 :: > ff02::1:ff01:efe0: icmp6: neighbor sol: whol has 2008:ffff.ffff:feed:204:5aff:feda:fb7c

has 2008:ffff:ffff:face:2c1:28ff:fe0l:efel 21:40:33.338784 2008:ffff:ffff:feed:204:5aff:feda:fb7c >

21:40:45.008723 fe80::20a:5eff:fe20:1d40 > ££02::1:ff01:efel: 2008 : f££f . ffff:feed::1: icmp6: neighbor adv: tgt is

icmp6: neighbor sol: who has 2008: f££f: ffff:feed:204:5aff : feda: fbic

2008 ffff:ffff:face:2c1:28ff:fe0l:efe 21:40:35.118916 fe80::280:48ff:fe37:d2c8.521 > £f02::9.521:

21:40:45.692742 feB80::2c1:28ff:fe0l:efel > No BA ripng-resp 2: 2008:ffff:ffff.ffff::/64 (1) 2008:ffff:ffff:face::/64

£e80::210:83ff:fe34:3d2d: icmp6: neighbor sol: who has firomHA (1)

fe80::210:83ff:fe34:3d2d 21:40:38.338155 2008 ffff:ffff:feed:204:5aff:feda:fb7c >

21:40:46.008716 fe80::20a:5eff:fe20:1d40 > ££02::1:££f01:efel: 2008 ffff : ffff:feed::1: icmp6: neighbor sol: who has

icmp6: neighbor sol: who has 2008 ffff ffff:feed::1

2008: ffff: ffff:face:2c1:28ff:fell:efel 21:40:38.338352 2008 ffff . ffff:feed::1 >

21:40:46.008877 feB0::2c1:28ff:fel0l:efel > 2008 : ffff . ffff:feed:204:5aff:feda:fb7c: icmp6: neighbor adv: tgt is

fe80::20a:5eff:fe20:1d40: icmp6: neighbor adv: tgt is 2008 ffff . ffff:feed::1 CNreceived special FBU from MN{HCoA

2008 ffff: ffff:face:2c1:28ff:fe0l:efel 21:40:47.731816 2008:ffff:ffff:face:2c1:28ff:fel0l:efel >

21:40:46.008985 2008:ffff . ffff ffff::1 > 2008 : ff£f: ffff:feed:204:5aff feda:fb7c: DSTOPT mobility: BU

2008: ffff:ffff:face:2c1:28ff:fe0l:efel: icmp6: parameter problem| seq#=18548 A lifetime=36

option - octet 46 21:40:47.738242 2008: £f£f: ffff:feed:204:5aff: feda:fb7c >

21:40:46.023009 2008: ffff:ffff:face:2cl:28ff:fe0l:efel > : ‘Pels 2

2008 ffff . ffFf:ffff::1: DSTOPT mobility: BU seq#=17769 AH , [012008: fEEF: FFEF: FEFF:34a2:79004:ef45:1] ]

lifetime=40 status=151 seq#-18548 lifetine-36] s Skl

21:40:46.023119 2008:ffff . ffff . £FFF::1 > 21:40:52.129097 fe80::280:48ff:fe37:d2¢8.521 > ££02::9.521:

2008: ffff: ffff:face:2c1:28ff:fe0l:efe0: icmpb: parameter problem ripng-resp 2: 2008:ffff.ffff . ffff::/64 (1) 2008:ffff:ffff:face::/64

option - octet 46 _ypr MINFHCOA Speceial EBU | (1)

21:40:47.731677 2008:ffff:ffff:face:2c1:28ff:fel0l:efel > 21:40:52.447171 2008 £££F: £EEF: FEFF:34a2:7904:e£45:1b0e.49152 >

2008 ff£f: £fff:feed:204:5aff: feda:fb7c: DSTOPT mobility: BU 2008: ffff: ffff:feed:204:5aff: feda:fb7c.22: P 704:752(48) ack 2017

seq#=18548 A lifetime=36 CNaddress win 32844 <nop,nop,timestamp 76944 76060> [flowlabel 0x992ff]

21:40:47.738314 2008: ffff . ffff:feed:204:5aff :feda:fbic > 21:40:52.447701 2008: £f£f:ffff:feed:204:5aff: feda:fb7c >

2008 £1£f: £Fff:face:2¢1:28ff:fe0l:efe0: srert (lem=2, type=2, 2008: ff£f: ffff:face:2c1:28ff :fe0l:efe0: srcrt (len=2, type=2,

segleft=1, [0]2008:ffff:ffff: fEFf:34a2:7904:ef45:1b0e) mobility: segleft=1, [0]2008:ffff:ffff.ffff:34a2:7904:ef45:1b0c) 22 > 49152:
=151 =eq#=18548 lifetime=36| Special EBAfrom | p 65359233 :65350281(48) ack 891608238 win 32844 <nop,nop,timestamp

21:40:49.012673 fe80::2c1:28ff:fe0l:efel > 78156 76944> [flowlabel 0x516¢f]

fe80::20a:5eff:fe20:1d40: icmp6: neighbor sol: who has 21:40:52.447807 2008:ffff:ffff:feed:204:5aff:feda:fb7c >

fe80::20a:5eff:fe20:1d40 EJ 2008 ffff: ffff:face:2c1:28ff:fe0l:efel: srcrt (len=2, type=2,

M AN A0 AMNOT) £FA0N. .M. CAFF. £FNN1AAN P | G, . PR | FATNAND . LLLL . LLLL . LLLL . NDAN.7ANAN . . LAC . ALAN NN L AQATN.

Figure 6.7 Packet transmitted after mobile node moved to foreign link
Figure 6.8 shows the details of our new special EBU that is sent from the current
care-of address of Mobile node to the address of Correspondent node directly. We can see that the
home nonce index contained in this message is the intended 0, and it includes the CGA option
(0x0c), signature option (0x0d) and CoTI option (0x0f) from ERO. The important information we

need to note has been marked by underlining.
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Note that wireshark has not yet been taught the new mobility option codes for
ERO [17] and so displays them as “unknown option”. The text in the figure in italics has been

added to assist the reader.

Next header: IPv6 destination option (Ox?-*
Hop Timit: 63 MN#iCoA
source: 2008:ffff:ffff:face:2c1:28ff:fe0l:efe0 (2008:ffff:ffff:face:2cl:28ff:fe0l:efel)
pestination: 2008:ffff:ffff:feed:204:5aff:feda:fh7c (2008:fFff:ffff:feed:204:5aff:feda:fh7c)
@ Dbestination option
= Mobile IPvE / Network Mobility CN address
Payload protocol: IPv6 no next header (0x3b)
Header length: 44 (360 hytes)
Mobility Header Type: Binding Update (5)
Reserved: 0x00
Checksum: 0x0c39
Seguence number: 39018
Acknowledge (a) flag: sinding Acknowledgement regquested
.0.. .... = Home Registration (H) flag: No Home Registration
..0. .... = Link-Local compatibility (L) flag: nNo Link-Local address compatibility
..0 .... = Key Management Compatibility (k) flag: No Key Management Mobility Compatibility
. 0... = MAP Registration Compatibility (M) flag: No MAP Registration Compatibility
.0.. = mohile rRouter (R) flag: no mMobile Router Compatibility
.... ..0. = Proxy Registration (P) flag: nNo Proxy Registration
Lifetime: 6 (24 seconds)
= Mobility options
unknown (0x0c) (187 hytes) CGA option
unknown €0x0d) (128 bytes) Signature Option
unknown (Ox0f) (0 bytes)  CoTJ option

[y
n

Padl
= Nonce Indices
Home nonce index: 0 Home nonce index = 0
Care-of nonce index: 0 Care-of nonce index = ()
PadN: 6 bytes :

= Binding authorization Data
Authenticator: D92A562AF210F6373C7B6748

Figure 6.8 Detailed information of Special Early Binding Update message

Paywmu g w

Next header: IPv6 routing (Ox2h)
Hop Timit: 64 CN address
source: 2008:ffff:ffff:feed:204:5aff:feda:fb7c (2008:FFff:ffff:feed:204:5aff:feda:fh7c)
pestination: 2008:ffff:ffff:face:2¢cl:28ff:fell:efeld (2008:ffff:ffff:face:2¢cl:28ff:fell:efed)
@ Routing Header, Type : Mobile IP (2) T———»  MN7#HCoA
Next header: Mobile IPv6 (0x87)
Length: 2 (24 hytes)
Type: Mobile IP (2)
Left segments: 1
Home Address : 2008:ffff:ffff:ffff:34a2:7904:ef45:1b0e (2008:Fffff :ffff:ffff:34a2:7904:ef45:1b0e)
= Mobile IPvé / network mMobility

Payload protocol: IPv6é no next header (0x3hb) MNlIHoA

Header length: 4 (40 bytes)

Mobility Header Type: Binding Acknowledgement (6)

rReserved: 0x00

Checksum: 0x7e2d

= Binding Acknowledgement

status: uUnknown (151) Status code 151 is our required to return to MN for special EBU
0... .... = Key Management Compatibility (K) flag: No Key Management Mobility Compatibility
.0.. .... = Mobile Router (R) flag: No Mobile Router Compatibility
.0. .... = Proxy Registration (P) flag: No Proxy Registration

Sequence number: 395018
Lifetime: 6 (24 seconds)
= Mobility options
unknown (0x10) (8 bytes) CoT option
Padn: 4 hytes
= Binding Authorization Data
Authenticator: 33F374535D65F23468F4C4D8

Figure 6.9 Detailed of Early Binding Acknowledgement message
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Figure 6.9 shows the special Early Binding Acknowledgement (EBA) message

which is sent from the correspondent node to the mobile node at its care-of address. The

important information has also been highlighted in this figure. The status code 151 is returned in

this special EBA message to inform the mobile node keep trying HoT. The CoT option (0x10)

corresponds to the CoTI option in the special EBU message. After the CoT option is returned to

the mobile node, the concurrent care-of address test designed as part of ERO is finished.

4 (A Tepdunp records on x10 (MN#ECoA) interface |
21:40:49.012873 fe80::20a:5eff:fe20:1d40 >
fe80::2c1:28ff:fe0l:efel: icmp6: neighbor adv: tgt is
fe80::20a:5eff:fe20:1d40
21:40:50.032984 2008:ffff:ffff:face:2cl:28ff:fe0l:efel >
2008: fEff: £EFE: £FFF::1: DSTOPT mobility: BU seq#=17770 AH
lifetime=40
21:40:50.033139 2008:ffff:ffff:ffff::1 >
2008 : ffff:ffff:face:2c1:28ff:fe0l:efel: icmp6: parameter problem
option - octet 46
21:40:52.129430 feB80::20a:5eff:fe20:1d40.521 > ££02::9.521:
ripng-resp 2: 2008:ffff:ffff:££FF::/64 (1)
2008 fEff: fIff:feed::/64 (1
21:40:52.447047 2008:f£ff: fEEF: FEFF:34a2:7904:e£45:1b0e.49152 >
2008 : ffff: ffff:feed:204:5aff:feda: fb7c.22: P

v

891608190:891608238(48) ack 65359233 win 32844

<nop, nop, timestamp 76944 76060> [flowlabel 0x992ff | NG
21:40:52.447770 2008 ffff:ffff:feed:204:5aff:feda:fb7c >

2008 :ffff.ffff:face:2c1:28ff:fe0l:efel: srcrt (len=2, type=2,

segleft=1, [0]2008:ffff:ffff:ffff:34a2:7904:e£45:1b0e) 22 >
49152: P 65359233:65359281(48) ack 891608238 win 32844
<nop,nop, timestamp 78156 76944> [flowlabel 0x516cf]
21:40:52.447885 2008 ffff:ffff:feed:204:5aff:feda:fb7c >

2008 : ffff:ffff:face:2c1:28ff:fe0l:efel: srcrt (len=2, type=2,
segleft=1, [0]2008:ffff:ffff:ffff:34a2:7904:ef45:1b0e) 22 >
49152: P 48:96(48) ack 1 win 32844 <nop,nop,timestamp 78156
76944> [flowlabel 0x516cf]

21:40:52.448010 2008: ffff: fEff: FEff:34a2:7904:ef45:1b0e 49152
2008 ffff: ffff:feed:204:5aff:feda:fb7c.22: . ack 97 win 32820
<nop,nop, timestamp 76944 78156> [flowlabel 0x992ff]
21:40:52.618345 2008: ffff: ffff:ffff:34a2:7904:ef45:1b0e 49152
2008: ffff:ffff:feed:204:5aff:feda:fb7c.22: P 48:96(48) ack 97
win 32844 <nop,nop,timestamp 76961 78156> [flowlabel 0x992ff]
21:40:52.620545 2008:ffff:ffff:feed:204:5aff:feda:fb7c >

2008 ffff.ffff:face:2c1:28ff:fe0l:efel: srcrt (len=2, type=2,
segleft=1, [0]2008:ffff:ffff:ffff:34a2:7904:e£45:1b0e) 22 >
49152: P 96:144(48) ack 49 win 32844 <nop,nop,timestamp 78174
76961> [flowlabel 0x516cf]

21:40:52.620589 2008:ffff:ffff:feed:204:5aff:feda:fb7c >

2008 : ffff:ffff:face:2c1:28ff:fe0l:efel: srcrt (len=2, type=2,
segleft=1, [0]2008:ffff:ffff:ffff:34a2:7904:e£45:1b0e) 22 >
49152: P 144:192(48) ack 49 win 32844 <nop,nop,timestamp 78174
76961> [flowlabel 0x516cf]

21:40:52.620757 2008:ffff:ffff:ffff:34a2:7904:ef45:1b0e.49152 >
2008 ffff:ffff:feed:204:5aff:feda:fb7c.22: . ack 193 win 32796

v

v

=

= A Topdump records on rl0 (CN link) interface
21:40:35.118916 fe80::280:48ff:fe37:d2c8.521 > ££02::9.521:
ripng-resp 2: 2008:ffff:ffff:f£ff::/64 (1) 2008:ffff:ffff:face::/64
(1)
21:40:38.338155 2008:ffff:ffff:feed:204:5aff:feda:fb7c >
2008 : ffff:ffff:feed::1: icmp6: neighbor sol: who has
2008: ffff:ffff:feed::1
21:40:38.338352 2008: ffff:ffff:feed::1 >
2008 ffff . ffff:feed:204:5aff:feda:fb7c: icmpb: neighbor adv: tgt is
2008 fEEFf: £fff :feed::1
21:40:47.731816 2008:ffff:ffff:face:2c1:28ff:fell:efel >

2008 ffff:ffff:feed:204:5aff:feda:fb7c: DSTOPT mobility: BU
seq#=18548 A lifetime=36

21:40:47.738242 2008:ffff:ffff:feed:204:5aff:feda:fb7c >

2008 ffff.ffff:face:2c1:28ff:fe0l:efel: srcrt (len=2, type=2,
segleft=1, [0]2008:ffff . ffff:ffff:34a2:7904:ef45:1b0e) mobility: BA
status=151 seq#=18548 lifetime=36

21:40:52.129097 fe80::280:48ff:fe37:d2c8.521 > ££02::9.521:
ripng-resp 2: 2008:ffff:ffff:ffff::/64 (1) 2008:ffff:ffff:face::/64
(1)

21:40:52.447171 2008 ffff:ffff: ffff:34a2:7904:ef45:1b0e.49152 >
2008 : ffEf . f£ff: fee 4:5aff:feda:fb7c.22: P 704:752(48) ack 2017
win 32844 <nop,nop, timestamp 76944 76060> [flowlabel 0x992ff ]
21:40:52.447701 2008:ffff: fEff:feed:204:5aff:feda:fbic >

2008 ffff . ffff:face:2c1:28ff:fe0l:efel: srcrt (len=2, type=2,
segleft=1, [0]2008:ffff:ffff:ffff:34a2:7904:ef45:1b0e) 22 > 49152:
P 65359233:65359281(48) ack 891608238 win 32844 <nop,nop,timestamp
78156 76944> [flowlabel 0x516cf]

21:40:52.447807 2008:ffff:ffff:feed:204:5aff:feda:fb7c >

2008 ffff . ffff:face:2c1:28ff:fe0l:efel: srcrt (len=2, type=2,
segleft=1, [0]2008:ffff:ffff:ffff:34a2:7904:ef45:1b0e) 22 > 49152:
P 48:96(48) ack 1 win 32844 <nop,nop,timestamp 78156 76944>
[flowlabel 0x516c¢f]

21:40:52.448079 2008:ffff:ffff:ffff:34a2:7904:ef45:1b0e.49152 >
2008: ffff: ffff:feed:204:5aff:feda:fb7c.22: . ack 2113 win 32820
<nop,nop,timestamp 76944 78156> [flowlabel 0x992ff]

21:40:52.618434 2008:ffff:ffff:ffff:34a2:7904:ef45:1b0e. 49152 >
2008: fEff: ffff:feed:204:5aff:feda:fb7c.22: P 752:800(48) ack 2113
win 32844 <nop,nop,timestamp 76961 78156> [flowlabel 0x992ff]
21:40:52.620464 2008:ffff:ffff:feed:204:5aff:feda:fb7c >

2008 : ffff:ffff:face:2c1:28ff:fe0l:efel: srcrt (len=2, type=2,
segleft=1, [0]2008:ffff:ffff:ffff:34a2:7904:ef45:1b0e) 22 > 49152:
P 96:144(48) ack 49 win 32844 <nop,nop,timestamp 78174 76961>
[flowlabel 0x516c¢f]

21:40:52.620477 2008:ffff:ffff:feed:204:5aff:feda:fb7c >

Figure 6.10 Packets transmitting after communications recovered

After exchanging the special EBU and EBA messages, the communication is

recovered between the mobile node at its care-of

address and correspondent node. Figure 6.10

shows results after the communication has recovered between them. We can see that the packets

lost after the mobile node left its home link will be retransmitted after recovering communication

between MN and CN. This is standard TCP behavior. The packet marked using a rectangle is a

retransmit of the last TCP packet sent from MN’s HoA to CN before the MN moved, as shown in

figure 6.6.
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We can observe some information from the cnd daemon in the log file, shown
annotated in figure 6.11. The correspondent node processes a binding message after receiving the
binding from the mobile node. In this processing, we find this message is our special EBU
message, which includes the CGA option, signature option, CoTI option, where the home nonce
index and care-of nonce index are both 0 in the nonce indices option. Then the correspondent
node will add this binding in its binding cache and pass the binding information to the kernel
through “mipsock”. In the binding information (BC info), our new “PU” (proved usable) flag bit,
is included, which has value 0 here, to indicate that the sender’s home prefix of this binding is not
authenticated. So, the status code 151 will be included in the BA message to inform the mobile

node keep trying the home test.

$133:4/ POLN Snisaqlcna’: 1Lrrv SOCKEL 15 b.

:46:23 boCN shisad(cnd) : Binding Update Message is received

:46:23 boCN ghigad(cnd) : from: [2008 :fEEE:ffff:Face:2cl:28ff:fe0l:efe0] -> det:[2008:fEEFf:Fffff:feed:204:5aff:feda:fb7c]
:46:23 boCN shisadicnd) : hoa: 2008:ffff:ffff:Ffff:34a2:7904:2£45:1b0e
:46:23 boCN shisad(cnd) : IPv4 Home Address Option is found

:46:23 boCN sghisad(cnd) : CGA option

:46:23 boCN sghisad(cnd) : CGA Parameters Option is found

:46:23 boCN shisad(cnd): SIG option

:46:23 boCN shisad(cnd) : Care-of Test Init Option is Eound

:46:23 boCN shisad(cnd) : COTI option

:46:23 boCN shisad(cnd) : Padl iz found

:46:23 boCN shisad (cnd) : Nonce Indices is found

:46:23 boCN shisad(cnd) : PadN iz found

:46:23 boCN ghisad (cnd) : Binding Authorization Data ig found

:46:23 boCN shimad(cnd) : in bauth option.

:46:23 boCN shisgad(cnd) : [the home nonces is: 0x0 Home nonce index is (0
:46:23 boCN shisad(cnd) : [the care of index is:0x0] Care-of nonce index is )
:46:23 boCN shisad(cnd): addr = 2008:ffEf:ffff:face:2cl:28ff:fe0l:efe0
:46:23 boCN shisad(cnd) : nonce = 43d7fl8cbaflle3c

boCN shisad(cnd): authenticator = 890edaceBef2f43b£91£fbd02

:46:23 boCN shisad(cnd): lifetime: 36

:46:23 boCN shisad(cnd) : adding BC

:46:23 boCN ghisad(cnd): mipsock 5 len 104

:46:23 boCN shisad(cnd) : binding cache add request

:46:23 boCN shisadicnd): [BC infol HoA 2008:ffEf:ffff:Efff:34a2:7904:e£45:1b0€ Eﬁndhyghﬁbnnaﬁom

:46:23 boCN shisad (end) : CohA 2008:fEff:fEff:face:2cl:28EF:Fe0l:efel is udded
:46:23 DoCN shisad (cnd) : Peer 2008:ffff:fEff:feed:204;:5aLf:feda:EhbTc is aadead at
:46:23 boCN shiszad(cnd) : Seq 18548, Lifetime 36 CGroved usable 0D correspondent node
:46:23 boCN shisadicnd) : send BA S .

:46:23 boCN shisad(cnd): BA is sent New flag bit #U? is added also, value is 0

:46:23 boCN shisadicnd) : from 2008:ffFf:Ffff:Ffeed:204:5aff:feda:fb7c BA message is

:46:23 boCN shisadicnd) : to 2008 :fEEE:FEEf:EEFF:34a2:7904:ef45:1b0e
:46:23 boCN shisad(cnd) : via 2008:ffff:ffff:face:2cl:28ff:fe0l:efel reuwnedto'Nﬂw,maum
:46:23 boCN shisadiend): status=15] seqno=18548 code 151 is included
:46:41 boCN shisad(cnd): BRR is sent

:46:41 boCN shisadicnd) : from 2008:ffEf:ffff:Feed:204:5aff:feda:fb7c

:46:41 boCN ghigad (cnd) : to 2008 :£EEE-FEEf:FEFEF:34a2:7904:e£45: 1b0e

:46:50 boCN shisad(cnd): BRR is sent

:46:50 boCN shisad(cnd) : from 2008:ffff:ffff:feed:204:5aff:feda:fb7c

B e e el e el el el el el el e i e e e e e e e e el el e e e el el
"=
Y
%)
w

Figure 6.11 Details of Log file of cnd daemon

In this test, MN’s home address was not validated, so no packets should be
directed to mobile node’s home address when the binding at the CN expires. In order to test this
case, we unplug mobile node from its CoA link, to simulate the mobile node moving to another

place or crashing or this link becoming unreachable. Then we observe the packets transmitted
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after this operation. Before we unplug the MN, we use ping [14] to serve as time marker. Figure

6.12 shows tepdump records from the IPv6 router, which monitors both interfaces x10 and rl0. We

can see that MN is unplugged after receiving “echo reply seq 3” from CN. Then CN tries to send

some binding refresh messages to MN but cannot get a reply. After some time, the CN stops

sending packets to MN, neither MN’s CoA nor MN’s HoA. We can see in figure 6.6, in left

window, which records interface pcn0 (MN’s HoA) interface at same time, the time of last packet

is transmitted in pcnO is “21:40:35.119559”.

M| E
feB0::2¢1:28ff: fell:efel
21:40:58.042701 2008: ffff: ffff:face:2cl:
2008 fE££ . fEEF: £EEF::1: DSTOPT mobility:
lifetime=40
21:40:58.042853 2008 ffff: ffff . ffff::1 >
2008 f£ff: ffff:face:2c1:28ff:fe0l:efe0:
option - octet 46
21:41:02.848425 2008:ffff: ffff:face:2cl:
2008 : £ £FEf:feed:204:5aff : feda: fbic:
21:41:02.848797 2008: ffff  ffff:feed:204:
2008 f£ff: ffff:face:2c1:28ff:fe0l:efe0:
21:41:03.852387 2008:ffff:ffff:face:2cl:
2008 : ffff: ffff:feed:204:5aff: feda:fb7c:
21:41:03.852744 2008 ffff: ffff:feed:204:
2008: f£ff: ffff:face:2c1:28ff:fe0l:efe0:
21:41:04.842365 2008:ffff:ffff:face:2cl:
2008 : ffff: ffff:feed:204:5aff: feda:fb7c:
21:41:04.842717 2008: ffff: ffff:feed:204:
2008: ffff: ffff:face:2c1:28ff:fe0l:efe0:
21:41:05.842337 2008:ffff:ffff:face:2cl:
2008 ffff: ffff:feed:204:5aff:feda:fb7c:
21:41:05.842644 2008 ffff: ffff:feed:204:

21:41:19.139967 fe80::20a:5eff:fe20:1d40
ripng-resp 2: 2008:ffff:ffff: £fFF::/64 (
2008 fEff: ffff:feed::/64 (1)
21:41:54.150119 fed0::20a:5eff:fe20:1d40
ripng-resp 2: 2008:ffff:ffff.ffff::/64 (
2008 ffff ffff:feed::/64 (1)
21:42:26.160478 fe80::20a:5eff:fe20:1d40
ripng-resp 2: 2008:ffff:ffff:ffff::/64 (
2008 ffff: ffff:feed::/64 (1)
21:43:08.170967 feB0::20a:5eff:fe20:1d40
ripng-resp 2: 2008:ffff:ffff: ££FF::/64 (
2008 ffff: ffff:feed::/64 (1)
21:43:48.181425 feB0::20a:5eff:fe20:1d40
ripng-resp 2: 2008:ffff:fffF: ££FF::/64 (
2008 fEff: ffff:feed::/64 (1)
21:44:18.191860 fe80::20a:5eff:fe20:1d40
ripng-resp 2: 2008:ffff:ffff.ffff::/64 (
2008 fEff: ffFf:feed:: /64 (1)
21:44:27.701230 fed0::20a:5eff:fe20:1d40
router advertisement

Tepdump records on 0 (MINFHCoA link) interface

28ff:fell:efed >
BU seq#=17771 AH

icmp6: parameter problem

28ff:fe0l:efel >
icmp6: echo request seq 0
Saff:feda:fb7c >

icmp6: echo reply seq 0
28ff:fe0l:efel >

icmp6: echo request seq 1
Saff:feda:fb7c >

icmp6: echo reply seq 1
28ff:fe0l:efel >

icmp6: echo request seq 2
Saff:feda:fb7c >

icmp6: echo reply seq 2
28ff:fell:efel >

icmp6: echo request seq 3
Saff:feda:fb7c >

2008 f££f: ffff:face:2c1:28ff:fe0l:efe0: icmp6: echo reply seq 3

521 > ££02::9.521:
1)

021 > ££02::9.521:
1)

521 > ££02
1)

219,521

.521 > ££02
1)

::9.521:

521 > ££02
1)

29,520

521 > ££02
1

2201521

> ££02::1: icmp6:

)

[ 21:41:14.759386 2008:ffff:ffff:feed:204:
2008 f££f: £EFF: ££1F:34a2:7904:ef45:1b0e:
21:41:17.759088 2008: ffff:ffff:feed::1 >

= 4
21:41:02.848562 2008:
1204 :5aff:feda:fbic:

21:41:02.848716 2008:ffff: ffff:feed:204:

2008 f£ff ffff:face:2c1:28ff: fe0l:efel:

21:41:03.852522 2008: ffff: ffff:face:2cl:

2008 ffff: ffff:feed:204:5aff: feda:fb7c:

21:41:03.852676 2008:ffff: ffff:feed:204:

2008 fEff: ffff:face:2c1:28ff:fe0l:efe0:

21:41:04.842492 2008: ffff: ffff:face:2cl:

2008 f£ff ffff:feed:204:5aff: feda:fbic:

21:41:04.842649 2008:ffff: ffff:feed:204:

2008 ffff ffff:face:2c1:28ff:fe0l:efe0:

21:41:05.749115 2008: ffff: £fff:feed:204:
2008 fEff: ffFf: ffFF:34a2:7904:ef45:1b0e:
21:41:05.842436 2008:ffff:ffff:face:2cl:

2008 ffff . ffff:feed:204:5aff: feda:fb7c:

21:41:05.842576 2008: ff£f: fFff:feed:204:

£EEf FEEf: face:2¢1:28ff :fe0l:efel >

Tepdumyp records on HO (CN link) interface

icmp6: echo request seq ()
Saff:feda:fbic >

icmp6: echo reply seq 0
28ff:fe0l:efel >

icmp6: echo request seq 1
Saff:feda:fbic >

icmp6: echo reply seq 1
28ff:fe0l:efel >

icmp6: echo request seq 2
Saff:feda:fbic >

icmp6: echo reply seq 2
Saff:feda:fb7c >
mobility: BRR
28ff:fel0l:efel >

icmp6: echo request seq 3
Saff:feda:fb7c >

2008 ffff: £fFf:face:2c1:28ff:fe01:efe0: icmp6: echo reply seq 3

2008: ffff: ffff:feed:204:5aff:feda:fbic:
2008 fff . ffFf: £fF:34a2:7904:ef45:1b0e

21:41:18.759785 2008: ff£f: ffff:feed:204:
2008 £££f: £EFF: £E1F:34a2:7904:ef45:1b0e:

Saff:feda:fbic >
mobility: BRR

icmp6:

unreachable address
Saff:feda:fb7c >
mobility: BRR

21:41:19.139634 fe80::280:48ff:fe37:d2¢8.521 > ££02::9.521:
ripng-resp 2: 2008:ffff:ffff:ffff::/64 (1) 2008:ffff.ffff:face::/64

(1)

21:41:20.769602 2008: ffff: fFff:feed:204:
2008 fEff: fEFF: fEFf:34a2:7904:ef45:1b0e:
21:41:21.759125 2008: ffff: ffff:feed::1 >

2008 fEff: ffff:feed:204:5aff: feda:fb7c:
2008 f£ff: £EFF: ££FF:34a2:7904:ef45:1b0e

21:41:21.769977 2008: ffff: ffff:feed:204:
2008 ££f: £EFF: f£FF:34a2:7904:ef45:1b0e:
21:41:22.759116 2008: ff£f:fEff:feed::1 >

2008: ffff: ffff:feed:204:5aff: feda:fb7c:

Saff:feda:fb7c >
mobility: BRR

icmp6:

unreachable address
Saff:feda:fb7c >
mobility: BRR

icmp6: neighbor sol: who

has 2008:ffff:ffff:feed:204:5aff:feda:fbic

21:41:22.759279 2008: ff£f: ffff:feed:204:

2008: ffff:ffff:feed::1: icmp6: neighbor
2008 f£ff  ffff:feed:204:5aff: feda:fbic

21:41:23.779797 2008: ff£f: ffff:feed:204:
2008 f£ff: £EFF: f£FF:34a2:7904:ef45:1b0e:

Figure 6.12 Tcpdump records after unplug MN

Saff:feda:fb7c >
adv: tgt is

Saff:feda:fbic >
mobility: BRR
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6.3 Summary

We have described our experimental environment and testbed design in the first
section of this chapter. The following section revealed the tests performed and results obtained.
These demonstrate both that with our design it is possible for a mobile node to move and continue
communicating without home agent assistance, and that no “return-to-home” flooding attack is
possible, thus satisfying the objective of our project.

In next chapter, we will conclude our work, and discuss the advantages and

limitations of this project.



CHAPTER 7

CONCLUSION AND DISCUSSION

This chapter concludes and summarizes our work, mentions the advantages it
offers, and discusses some limitations of the solution designed, and of our prototype
implementation of that solution.

We end with some suggestions for future work that could follow from that

offered in this thesis.

7.1 Conclusion

Enhanced Route Optimization for Mobile IPv6 provides lower handoff delays,
increased security, and reduced signaling overhead. It still uses the security service of home agent
to a small degree, to provide the home prefix authentication through doing home test if no a
prepared permanent home keygen token exists. In some situations the home agent may be not
reachable or its network link might be down. A node that moves, perhaps to avoid the broken
network link, will be unable to use Mobile IP as previously defined, and thus its existing
connections will all be lost. This thesis designed a solution for such nodes to allow them to keep
the existing connection in this case and not rely on the home agent help to validate the home
prefix of the mobile node.

Our solution focuses upon the operation of the correspondent node. If the home
prefix of mobile node can be authenticated, the correspondent node will process the binding from
this mobile node. If the home prefix of mobile node is not validated, the correspondent node will
verify this binding according to our designed special binding update message requirements: if the
sender’s home address of this binding is a CGA and the CGA option and signature options are
contained in this binding, but the home nonce value cannot be obtained through exchanging HoTI

and HoT messages, we give the value 0 to home nonce index and permit the correspondent node
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to receive this designed special BU or special EBU message. In order to distinguish whether the
sender’s home prefix is validated or not, a new designed flag bit “PU” is added to the binding
cache at correspondent node. For the received special BU or special EBU, the value of “PU” is set
to 0 which means that the mobile node still needs to keep trying the HoT. This value is also
passed into the kernel together with other binding information after the correspondent node has
validated the binding. If a binding expires, but its home prefix is not authenticated, the PU bit will
prevent the binding being removed. That way, the “return-to-home” flooding attack can be

avoided.

7.2 Discussion

The result of this thesis has several benefits. However, some limitations also
exist. We will summarise there benefits and limitations in this section.
Advantages
1) The results achieve the purpose we set out to achieve, in that the nodes keep
communicating after moving, even though the home agent is unreachable.
2)  Our implementation is derived from previous work [39] that implemented Enhanced
Route Optimization. It improves Enhanced Route Optimization, so it need not rely
on the home agent help the mobile node do a home test to avoid the security issue
known as flooding the home. We don’t need to prepare anything in advance to avoid
the flooding attack.
3) Operations focus on the correspondent node. The small modification can provide a
big benefit to Mobile IP.
Limitations
1) The mobile node’s home address is manually configured as a CGA in our
implementation.
2) The solution is not intended for communicating without home agent for a long time.

We are not seeking to delete the home agent from Mobile IPv6.
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3) The correspondent node, which could be any internet node, needs to be upgraded to
understand this modified protocol for any benefit to be obtained.

4) Incoming connections from unknown third party nodes are not handled by this
procedure — assistance from the home agent remains required to enable success for
that kind of communication. This is because the mobile node cannot initiate a
binding update to a correspondent node it is unaware of.

5) The implementation is not suitable for general use, it is of only prototype quality,
and exists only for the mobility stack in what is now quite an old version of

FreeBSD.

7.3 Performance Issues

This developed work could be used for further enhance the performance of ERO
by allowing connections for which no keygen token has been obtained in advance to get the
benefits that ERO would allow if one had. That is, when the home agent is still available, a MN
can still use the special EBU to a CN while it is completing its home test. This should allow the
MN to avoid the costs of obtaining (and maintaining) keygen tokens prior to movement —
including for those connections that complete before the node moves, for which obtaining keygen
tokens is just wasted effort.

In our work we don’t test this possible benefit, it is left for future study.

7.4 Future Work

A proposed solution that keeps the existing communication between mobile
node and correspondent node while the home agent is unreachable is given in this work. We have
implemented a prototype and tested its result under our experimental testbed. More operational
experience is required to detect any practical problems with the solution. The extension in the

future should be around the following issues:



D

2)

3)

4)
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We could put some functions to auto configure a CGA for the mobile node’s home
address, which could reduce the burden of manually configuring CGAs if there are
many mobile nodes.

This solution is only for a temporary missing home agent function to keep
communication between nodes, because we are not seeking in delete the home
agent function from mobile IP network. If the home agent cannot be reachable for
a long time, the mobile node can choose another home agent instead of the dead
one.

Our solution leaves unauthenticated bindings in the kernel binding cache to
prevent the owner of the unauthenticated home prefix being subject to flooding
attacks. However we have no current mechanism to remove these bindings without
the mobile node successfully validating its home prefix. One of two mechanisms
might be suitable to handle this issue — either we can detect that there is no
flooding attack, as this CN is making no attempt to send anything to the MN (or no
longer is) and so the binding is no longer necessary. Or, we could move the
decision on deleting, or not deleting a binding (and hence the PU bit) out of the
kernel and handle it entirely in the user space daemon, allowing more flexibility in
management of the cache than is possible inside the kernel.

It might be possible to allow incoming connections when no home agent is
available by detecting this situation and dynamically updating the mobile node’s
Domain Name System data (its name to address mappings). When, and indeed
whether, this would be successful, or appropriate, given the DNS update delays

inherent in its cache friendly design requires study.
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