Chapter 2

M ethodology

This chapter describes the method used in the statlyding study design and
sampling technique, variables and conceptual fraonleveata collection and

management, and statistical methods.
2.1 Study design and sampling technique

This study used a cross-sectional study designvmginterviews and surveys of

primary school students in a sample selected fl@rarget population studied.

The target population comprised all students aBaRaprimary schools attending
school between November 1, 2005 and March 31, ZDIO& participants were

selected by using a multi-stage sampling method.

The first stage involved selecting school locatiyrusing purposive sampling, with
the criterion being a cluster of four types of sah@ublic school of Basic Education
Office (B.E.O.), public school of municipalitieslamic private school, and Chinese
private school). Pattani City was selected as tharulocation and Saiburi district as
the rural one, because these were the only twodssthat met the school-type

cluster criterion.

In the second stage, public schools were selegtetihiiple random sampling and
private schools were selected by purposive samglivege was only one of each such

school in each district).
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Finally, participants in each school grade wereaeld by using a systematic

sampling technique which was done proportionagofoulation size across each

class; choosing every'4eat number where there was a single class iadegmd

every 6" seat number where there was more than one clasgriade.

Pattani Province
(N1 = 346, N, = 78,707)

Urban location
(Pattani City)
(N; = 38,N,=16,148)

Rural location
(Saiburi district)
(Ny=41,N, = 8,997)

Public school Private school Public school Private school
(N1: 33, (N1: 5, (N1: 39, (N1: 2,
N, = 13,062) N, = 3,086) N, = 7,839) N, =1,158)
B.E.O. Municipalities Islamic Chinese B.E.O. Municipalities Islamic Chinese
(N, =28, (N.=5, (Ni=1, (Ni=1, (N1 =33, (N. =86, (N =1, (N =1,
N, =9,921 Ny = 3,141) N, = 764) N, = 525) N, =5,645 N = 2,149) N; = 654) N, = 504)
ePattani city eAmanahsak eBan Tungkla eSaiburi
(n, =100) (n; = 100) (np, =100) Islam
eSabarang eBan Kalapo Wittaya
(nz = 100) (n, = 100) (r, = 100)
eBan Kuwing eBan Jake
(. = 60) (ne = 60)
eJabangtiko eJongHau eBan Kayee eHauNum
(ne = 100) (n2 = 100) (n. = 100) (n2 = 100)
sWatnoppa eBan Taluban
wongsaram (np, = 160)
(np = 160)

Note: N, is number of schools and, i number of students

Figure 2.1: Multi-stage sampling method

Sample size calculations followed an Italian sta@ipullying (Baldry, 2003) and

were based on the main outcome and exposure tatphwolence and non-exposure

to parental violence. The prevalence of bullyinghg Italian primary school students
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in the ‘non-exposure to parental violence’ grouswa.7%. This information was
then used to calculate the required sample sizthieistudy, obtaining an estimate by
substitutinga=0.05, }$=0.2,0R=1.344 saZ,, andZs are 1.96 and 0.84
respectivelyr =1 (ratio of non bully to bully subjectg), =0.46 (prevalence of
bullying in non exposure to parental violence gnopp=0.50,p; = 0.53, into a

formula for sample size given by the following (MeN 1996), namely

(ZMZJ(1+:jp@i-p)+ZﬁJD&£;Q)+rm@i'@)] (2.1)

= (INOR)?
P, Pt 1P,
Where = ,and p=—2—2
& p, +(1- p,)/OR P 1+r1

The sample size of the study was then calculated as

1 1 1 1 2
(1.96\/ (1+1j050(1_050) + 084\/ 053(1_ 053)+(1>< 0.46)(1— 0.46)}

nl =
=7186

(In1.344’

This givesn; =n, = 719. It was thereby concluded that a minimumgdarsize of

1,438 was required for this study.
2.2 Variables and conceptual framework
Determinant variables

The determinant variables in this study comprisgtbsl factors (school type and
location), demographic factors (gender, age graogd,religion), family factor
(observation of parental physical abuse), entartaint factor (preference of cartoon

type), and friendship factor (number of close fdgh
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Outcome variable

The outcome of interest was bullying behaviour \whi@s identified as a

dichotomous variable; ‘not bullied others’ or ‘batl others’.
Conceptual framework

The conceptual framework in this study, depicted path diagram in Figure 2.2, is

used to summarise the variables considered inttitly &nd their roles.

Determinants Outcome

School factors
School type
School location

Demographic factors
Gender
Age group
Religion

A

Bullying behaviour

Family factor
Parental physical abuse

Entertainment factor
Preference of cartoon typ

Friendship factor
Number of close friends

192

Figure 2.2: Conceptual framework showing varialoethe study
2.3 Data collection and management
Data collection instrument

A questionnaire for primary data collection was@atdd from Besag (1992), which

comprised two sections.

Section 1: The respondent’s background includirtgpskname, school location,

school type, grade, gender, religion, age, weiggight, had seen parents’ physical
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abuse, most preferred cartoon type, number of d¢teseds, career ambitions, method

of travelling to school, willing at school, favotgizone, and unsafe zone.

Section 2: The bullying experiences including hatraryone physically (ever been,
and what way), hurt anyone verbally/mentally (eveen, and what way),
circumstance of bully, gender of bullied studegk af bullied student, location of

bullying, time of bullying and reason for bullying.
Questionnaire design

The questionnaire was modified to evaluate therggwe bullying as follows.

1. A literature review was undertaken and defimgiovere established.

2. The questionnaire was modified from Besag (198B)ch used binary choice
guestions, for example ‘Have you bullied anyone term? (yes, no)’ ‘In what ways?
(not at all, hit and kicked, teased, things takemfthem’, Appendix Il). To
appropriately modify for Thai students in primagheol and to minimize the recall
bias, this study asked the common behaviour of $thualents and used a binary type
format (Appendix I).

3. A pilot study, involving 20 students from thenaenstration school, Prince of
Songkla University, Pattani campus and 20 studeinifhiesabans Ban Paknum,
Saiburi, Pattani, was undertaken in order to imprihe clarity of the questions and
improve efficiency of data collection. The discnmation power ranged from 0.176 to
0.549 and reliability coefficient of internal cost@ncy shows Kuder-Richardson20 of

0.876 (Appendix I).
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Data collection

Verbal consent to participate in the study wasiakthfrom students after assurance
of confidentiality was given to individuals and gmadministered. The collection
assistants were teachers in target schools, whmiedred to participate and were
studying for a Graduate Diploma in Professionalch@ag at Yala Islamic University.
These teachers were trained in the interviewingrtegies and the details of the
guestionnaire. They were asked to take care nuotsto through the questionnaire and
also to record responses accurately.

The teachers interviewed students in the classften permission was granted by
the school principal. Each individual was interveslwvith grades 1 to 3 students.
Interviewed lasted approximately 20 to 30 minu@sup administered (narrated)
surveys of grades 4 to 6 students took approxiyd@ko 60 minutes. With older
students, the interviewer read the instructiontéon and then allowed the student to
write their own responses. Most of these respowses uncomplicated and involved

just ticking a box.
Data management

The data were analyzed using Webstat (a set of@nmugyfor graphical and statistical
analysis of data stored in an SQL database, wittéfTML and VBScript), and R

program (R Development Core Team, 2008).
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2.4 Statistical methods
Factor analysis

Factor analysis is a data reduction techniqus. dtgroup of procedures designed for
removing duplicated information from a set of ctated variables and representing the
variables with a smaller set of derived variabletaotors. There are three procedures
involved. The first stage involves obtaining theyoral data matrix. A set of subjects

04, O, O, are measured with a different number of variabled/,,... Vik. The second

stage involves the creation of a correlation matsiltich is calculated for each
combination of two variable&/; with V,, V; with V3, etc., according to the following

formula: If x; is the observation from subjdobnV; andy; is the observation from

subjecti onV,, then the correlatiom, betweenV; andVsis given by

r=-_ (2.2)

wheres, ands, are the sample standard deviation¥0andV,, andn is the number

of pairs of observations.

The last stage involves computing the factor logsliThese reveal the extent to
which each of the variables contribute to the maguoif each of the factors. Within
any one column of the factor matrix, some of tredlags will be high and some will
be low. The variables with a high loading on adaetill be the ones that provide the

meaning of the factor (Manly, 2000).

There are many ways to determine the number abifsicEducational research often

use methods based on eigenvalues; eigenvalueh#ssne indicate that this factor
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contributes less than the original variable andetfoge should not be retained
(Hair et al, 1998), the most statistically validth is based on maximum likelihood

estimation of the coefficients in the factor anaydecomposition.

Maximum likelihood factor analysis is a widely useéthod. This method enables a
goodness of fit test to be conducted of a solutmmprisingk factors. It provides a
test of the null hypothesis thatommon factors are sufficient to describe the.data

The algorithms for this method are given as follows

Suppose there apevariables and we want to ftfactors. LelR be thep x p
correlation matrix of the variablels,thep x k matrix of factor loadings, angt the
vector of lengthp containing the unique variables. Then we neethtb\ialues foiL

andy that maximize the likelihood functioh(1, y ).

For the fixed value ofy, we maximizel(, ) with respect td.. The value ot is then
substituted intd (1, ). Nowf can be reviewed as a functionyafA transformation
of this function gives

m(y) = Zp: [lowm +%—1} (2.3)

m=k+1 m

wherey < j»... < ppare the eigenvalues ofR'y . We then minimizen(y). This
gives an estimate af, which is then put into the likelihoddL, ). The likelihood is
again maximized with respectito A new value fom(y) is computed. This process

is iterated until convergence is achieved.

After making the decision on how many factors ttraot from the original set of

variables we can redefine the factors so that xpé&aed variance is redistributed
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among the factors. This technique is used to shatpedistinction in the meaning of

the factors. A redefinition of the factors, wittettnading on the various factors either

very high or very low, and then eliminating as mamgdium sized loading, aids in

the interpretation of factors.

Varimax rotation is one of many types of rotatibattis often used and is regarded as

the standard approach. This approach places mgrbasis on the simplification of

the factors. It tends to avoid a general factoingshe comprehensibility method to

select a number of factors; for example, analysssubset data of bullying of Saiburi

district, which consisting of 9 variables and 720jscts, as follows.

1. The original data is listed in Table 2.1.

2. A correlation matrix is listed in Table 2.2.

V1 V2 V3 V4 V5 V6 V7 V8 V9
0O1 1 1 0 1 0 0 0 1 1
02 1 1 1 0 0 0 0 1 0
03 0 1 1 0 1 0 1 1 1
04 0 0 0 0 0 0 0 1 0
05 0 0 0 1 1 1 1 1 1
06 0 1 0 1 0 1 0 1 0
o7 1 0 0 0 1 0 0 0 0
0720 1 1 1 0 1 1 0 1 1
Table 2.1: Original data

Variable V4 \2 V3 A\ Vs Vs V5 Vs Vg
Vi 1 0.50 0.27 0.03 0.12 0.07 -0.10 0.21 0.33
V, 1 0.29 0.05 0.12 0.13 -0.11 0.21 0.40
V3 1 0.05 0.15 0.21 0.10 0.16 0.43
V4 1 0.18 0.28 0.30 0.21 0.25
Vs 1 0.30 0.24 0.31 0.31
Vs 1 0.42 0.18 0.47
V5 1 0.19 0.26
Vg 1 0.30
Vg 1

Table 2.2: Correlation matrix
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3. The factor loadings of maximum likelihood estiroa of both varimax and
none rotation are listed in Table 2.3. A two fadtiucture emerged. Before rotation,
some variables show similar loading score in twatdies structure; for example,
variable 1 (M) has a loading score of 0.47 on factor {) @hd -0.47 on factor 2 {f;
and variable 2 (¥ has a loading score of 0.54 on factor ) @hd -0.50 on factor 2
(F2). It's a maximum amount of variance but rarelypte a structure with
conceptual meaning. Interpretability is enhanceddbgting so that clusters of
variables are distinctly associated with a factdre rotation has been done in such a
way that variables 1, 2, 4, 5, 6, and 7 have higldihg score on factor 1,)Fand low

loading score on factor 2 {fr and the reverse is true for variable 3, 8 and 9.

None rotation Varimax rotation
Variable R F Variable R F
Vi 0.47 -0.47 Vi 0.67
Vo 0.54 -0.50 Y 0.73
V3 0.48 -0.11 ' 0.25 0.43
V4 0.33 0.28 \' 0.43
Vs 0.41 0.19 Y 0.42 0.18
Ve 0.57 0.38 ¥ 0.66 0.16
V7 0.34 0.59 \' 0.66 -0.15
Vg 0.41 \b 0.13 0.38
Vg 0.77 \b 0.15 0.55

Table 2.3: Factor loading of varimax and none rotat
Chi-squared decomposition and odds ratio

Pearson’s chi-squared test and 95 % confidencevaitior odds ratio are used to
assess the associations between the determinaaiblesrand the outcome of this
study. The formulas based on contingency tabledN@ic1998b) are as follows(is

a determinant of interest,is the outcome).
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A. 2 x2table

Xis the determinant andis the outcome. The odds ratio is a measure dftieagth
of an association between two binary variables, bath the outcome and the
determinant are dichotomous (McNeil, 1998a, 199Bbj).exampleX is gender
(coded as female and male) and bullying other (coded as not bullied and bul)ie

To illustrate the definition of the odds ratioveotby-two table is constructed as

follows.
Bullying behaviour
Gender Total
Not bullied Bullied
Female a b a+b
Male C d c+d
Total at+c b+d n = at+b+c+d

The estimate the odds ratio is

_axd
bxc

OR (2.4)

One method of testing the null hypothesis of n@eission between the determinant

and the outcome is to use the z-statstidn(OR)/ SE , whereSE is the standard error

of the natural logarithm of the odds ratio (McN&#®96). An asymptotic formula for

this standard error is given by

FE(NnOR) = 1+£+}+1 (2.5)
a b c d

A 95% confidence interval for the population oddsa is thus

OR x exp (+1.96SE [In OR)) (2.6)
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Pearson’s chi-square statistic is defined as

» (ad —bc)*n

- 2.7)
(a+Db)(c+d)@+c)(b+d)

X

The p-value is the probability that a chi-squaredrdbution with 1 degree of freedom

exceeds this statistic.

B. 3 x 2 tables

In this study, some of variables are three categbrivVe use x 2 tables to compare
them. For exampleX is age group (coded as 8 yrs or less, 9-10 yib1aryrs or

more) andY is bullying other (coded as not bullied and bul)ie

Bullying behaviour
Age group Total
Not bullied Bullied
8 yrs or less an1 agp aptan
9-10 yrs az; a2 ax1taze
11 yrs or more az1 as2 az1tasz
Total aurtaprtagy  auxtagetasy | N = aprtantas:
+agotagetas:

The estimate of the odds ratio associated witht@&ycaies and 2 categories is

obtained by collapsing the table into a two-by-table with pivotal celk;, that is,

_ad;

= bc, (2.8)

ORj
wherel =% a,-a;, ¢;=>a-a, dy=n-g-b-c, n=3>3a.
=1 i=1 i-1 j-1

The standard error of the natural logarithm ofdtds ratio is given by the same
formula as for the two-by-two table. In generag #ssociation is comprised 42

odds ratios, but only (3) (2-1) of them are independent.
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Since the odds ratio in this case is obtained faomvo-by-two table, Equation (2.5)

gives the standard error, that is,

SE(InORj):\/;+—+—+— (2.9)

and an asymptotically valid 95% confidence intersaiven by Formula (2.6).

Pearson’s chi-squared statistic for independeneg (o association) is defined as
A \2

s =ZZM (2.10)

where éﬁ is the expected value @ assuming the null hypothesis of independence is

true, that is
. l C r
a = Ezaikzalj (2.11)

When the null hypothesis of the independence & the right-hand side of Equation

(2.10) has a chi-squared distribution with13 (2-1) degree of freedom.
Logistic regression

Multiple logistic regression analysis is used favdalling the association between
several determinant variables and bullying behavibogistic regression is a method
of analysis that gives a particularly simple preéagon for the logarithm of the odds
ratio describing the association of a binary outeamith factors, and when fitted to
data involving a dichotomous outcome and multigeedminants, it automatically
provides estimates of odds ratios and confidentg\vals for specific combinations

of the risk factor (McNeil, 1996). For a set of gietor variablesx, X,,...,x, and a
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binary outcomé the logistic regression model takes the followfoigm:
p p
InG——)=a+)_ Bx (2.12)
1-p i-1

wherep denotes the probability of occurrence of the dptbutcome; in this studies
the outcomeY) is bullying other (coded as ‘0 = not bullied’ aid= had bullied’).

The probability of the ‘had bullied’ category € 1) can be expressed as

expe + Y fX)

PIY =1] = (2.13)

p
1+expl +Y. AX)
i=1
Using the logistic regression model for the datsirag from a two-by-two table, we

supposex. = 1 or 0, that is, the values of determindrare taken to be 1 (exposure)

and 0 (no exposure). Thus the logistic regressiodehcan be written as

PY=UX=1 ,_

- P(Y =1/ X =1)

i (2.14)

P(Y=UX=0) ,__

M P —ux=0)

(2.15)

The equations (2.14) and (2.15) are the (natungBrithms of the odds for the
outcome given the exposurex 1) and non-exposurg € 0), respectively. After
exponentiation each equation, the odds for the geghand non-exposed groups can
be written as expf + £ ) and expg ), respectively. The odds ratio is therefore

obtained from the simple formula

orR=PC+5) _ o) (2.16)
exp)



