
Novel Feature for Discrimination of Eye Motions using

Electrooculography (EOG) Signal 

Siriwadee  Aungsakul 

A Thesis Submitted in Partial Fulfillment of the Requirements for the Degree of 

Master of Engineering in Electrical Engineering 

Prince of Songkla University 

2555

(1)



(2)

………………………………………………

 ( . )   

                        

   

……………………………………...............

 ( . )

   

………………………….........

( )

…………………...................................

( . )

……….…………..................................

( . )

……….…………..................................

( . )

…...………………...………………….

( . )



(3)

 2554 

 16  2 

 5  10 

 100 



(4)

, ,

, ,



(5)

Thesis Title Novel Feature for Discrimination of Eye Motions using 

Electrooculography (EOG) Signal

Author Miss Siriwadee Aungsakul 

Major Program Electrical Engineering 

Academic Year 2011

ABSTRACT

Electrooculography (EOG) signal is a widely and successfully used to detect 

activities of human eye. Use of the EOG signals as a control signal for human-computer interface 

(HCI) plays a central role in the understanding, characterization and classification of eye 

movements which can be applied to a wide variety of applications consisting of virtual mouse and 

keyboard control, electric power wheelchairs and industrial assistive robots. The advantages of 

the EOG-based interface over other conventional interfaces have been presented in the last two 

decades; however, due to a lot of information in EOG signals, the extraction of useful features 

should be done before the classification task. In this study, sixteen useful features extracted from 

two directional EOG signals: vertical (V) and horizontal (H) signals have been presented and 

evaluated. There are the maximum peak and valley amplitude values (PAV and VAV), the 

maximum peak and valley position values (PAP and VAP), the area under curve value (AUC), 

the number of threshold crossing value (TCV), EOG variance (VAR), and Slop (M) which are 

derived from both V and H signals. In the experiments, EOG signals obtained from five healthy 

subjects with ten directional eye movements were employed: up, down, right, left, up-right, up-

left, down-right down-left clockwise and counterclockwise. The mean feature values and their 

standard deviations have been reported. Most features show the difference between the mean 

feature values. Using the scatter plot, the differences in features can be clearly seen, particularly 

for M of V and H signal. Results show that classification accuracy approaches 100%. The 

combination of these features may be useful for the classification of EOG signals in both class 

separability and robustness point of views. These features and this result can be useful for various 
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advanced HCI applications in future researches, notably eye-exercise and eye-writing 

recognitions.

Keywords:  Electrooculography (EOG) signal, Eye movement, Human-computer interface 

(HCI), Classification, Feature 
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  1 

1.1

 “Eye exercise” 

(Electrooculography signal; EOG signal) 

 (Eye direction movements)  4  8 

 [1]  45 

 [2] 

 [3] 

 (Activity recognition) 



2

 [4] 

 (Eye writing) (Interface)

 [5] 

 8 

 (Cursor mouse 

computer)  (Virtual keyboard)  (Electric wheelchair) 

 8 

 10  [6]

1.2

 (Assistive devices) 

 (Rehabilitation system) 

 [1-2, 7]  [3, 8] 

(Mobile robot) [9] [4, 10] 



3

 [5] 

 8 

 (Saccadic eye-movement 

quantification) [8]  (Pattern recognition) [11]  (Spectral 

analysis) [12]  (Peak detection 

deterministic finite automata) [13]  (Multiple feature classification) 

[14] (The Kalman filter) [15]  (Neural networks) 

[16]  (The support vector machine) [17] 

 (Feature extraction)  (Classifier) 

 (Threshold) 

 (Feature) 

 (Hardware) 

 2 

 2-3 

 (Threshold analysis) 

 8 



4

1.3

1.3.1

1.3.2

1.4

1.4.1

 2 

1.4.2  8 

 45 

 45  45  45 

1.4.3  8  8 

 2 

1.4.4

 5  18-30 

1.4.5  (offline) 

1.5

  1 .5 .1  



5

1.5.2

 5  8 

1.5.3

 (

)

1.5.4

1.5.3

1.5.5  1.5.3  1.5.4 

 ( )

1.5.6
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  2 

2.1

2.1.1

 (Outer retina)  (Retinal 

pigment epithelium, RPE) 

(Cornea)  (Retina) [18]  2-1 

[18]  2-2

 (Amplitude)  15-200  ( V)[12]

0.1-30  (Hz) [18] 
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 2-1  [19] 

 2-2 

2.1.2

 6  2-3 

1)  (Medial rectus muscle) 

 (Annulus of Zinn) 

 (Corneal limbus)  (Adduction) 

2)  (Lateral rectus muscle) 



8

3)  (Superior rectus muscle) 

 (Annulus of Zinn) 

 (Elevation) 

 (Intorsion) 

4)  (Inferior rectus muscle) 

 (Depression) 

(Extorsion)

5)  (Superior oblique muscle) 

 (Annulus of Zinn) 

6)  (Inferior oblique muscle) 

 (Lacrimal groove) 

           

 2-3  [20] 
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2.2

 [21] 

 20,000 

[6]

 [22]

 [23] 

 [24] 

2.3

 2.1.1 

 [18] 

 0.1-30 

 (Noise) 

(electrically isolated) 

 2 

1).  0 – 1 
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2).  1 – 30 

 3 

2.4

 12  [1, 3-5, 7-8, 10, 13, 18, 25-64] 

2-1

 2-1 

1 2

CH1:Above and 

below the left eye 

CH2: Corners of the 

left eye 

- (Yataka et al 1996[1]) 

2 2

CH1:Above and 

below the right eye

CH2: Right and left 

of the outer canthi 

Left

forehead

(Refael et al 1999[25],Refael et al

2002[3], Refael et al 2003[8], 

Sivarajah et al 2008[26], Bartomeu et

al 2008[27], Hari et al 2009[28], 

Andreas et al 2009a[10], Min et al

2010[29])

3 2

CH1:Above and 

below the right eye 

CH2: Right and left 

of the outer canthi 

Right ear 

(Arie et al 1993[30], Joseph et al

1998[31], Thum et al 2005[32],

Manuel et al 2010[33]) 

4 1: 
CH1:Right and left 

eye
Ear

(Yoshiaki et al 1997[34], Harry et al

2009[7], Chung et al 2009[35])
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 2-1  ( )

5 2

CH1:Above and 

below the right eye 

CH2: Right and left 

of the outer canthi 

Midline

forehead

(Dinesh et al 2002[36], Mrinal et al

2007[37], Tomasz et al 2008[38], Job 

R. et al 2008[39], Johnalan et al

2009[40], Hirotaka et al 2009[41], 

Xiaoxiang et al 2009[42], Andreas et

al 2009b[43], Tomasz et al 2009[44], 

Job R. et al 2009[45], Hasnida et al

2009[46], Zhao et al 2009[47],

Gandhi et al 2010[13], Andreas et al

2010[4])

6 2

CH1:Above and 

below the left eye 

CH2: Right and left 

of the outer canthi 

Right

forehead

(Refael et al 2000[48] , Xiu et al

2009[49], Ali et al 2009a[50], Ali et

al 2010a[52], Ali et al 2010b[53], 

Refael et al 2011[54]) 

7 2

CH1:Above and 

below the left eye 

CH2: Right and left 

of the outer canthi 

Midline

forehead

(John et al 1990[55], Svraman et al

2005[56], Tdoyle et al 2006[57], 

Jang-Zern et al 2008[5], Ali et al

2009b[51], Jang-Zern et al 2009[58]) 

8 2

CH1:Forehead and 

chin

CH2: Right and left 

of the temple 

Mastoid

bone 
(Gregg et al 1997[59]) 

9 4

CH1: Right-side 

CH2: Right-nose 

CH3: Left-side 

CH4: Left-nose 

- (S.H. et al 1999[60]) 
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 2-1  ( )

11 2

CH1:Corners of the 

right eye 

CH2:Corners of the 

left eye 

Forehead (Michael et al 2011[18]) 

12 1
CH1:Right and left 

of the outer canthi 

Midline

forehead

(Robert et al 2009[62], Eyup et al

2009[63], Tohru 2010[64]) 

 2-5 

 5  2 

 (Channel)  1  (Vertical, V) 

 2 

(Horizontal, H) 

 3 
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 2-4 

2.5

  26  [21-24, 75-78] 

1).

2).

3).

4).

5).

6).

7).  30 

8).  30 

1

8

4

3

14

6

6

1

1

1

1

3

0 2 4 6 8 10 12 14 16

1

2

3

4

5

6

7

8

9

10

11

12

Number fo paper

T
yp

e
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9).  30 

10).  30 

11).  ( )

12).  ( )

13).

14).

15).

16).

17).

18).

19).

20).

21).

22).

23).

24).  2 

25).

26).  3 

 1-2 

 13  [1-3, 7-14, 25-30, 

33-34, 36-39, 41-42, 44-47, 51-57, 59-84]  2-2 
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 2-2 

 (Up) (John et al 1990[55], Yataka et al 1996[1], Gregg et al 1997[59], 

Refael et al 1999[25], E.C. et al 2001[65], Refael et al 2002[3], Refael 

et al 2003[8], Junichi et al 2004[66], Svraman et al 2005[56], Sunmee 

et al 2005[61], Kenji et al 2006[2], S.K. et al 2007[69], Sara et al

2007[11], Sivarajah et al 2008[26], Zhao et al 2008[71], Job et al

2008[39], Marco et al 2008[72], Hirotaka et al 2009[41], Harry at al

2009[7], Xiaoxiang et al 2009[42], Andreas et al 2009a[10], Matej et

al 2009[74], Job et al 2009[45], Lawrence et al 2009[75], Hasnida et

al 2009[46], Ali et al 2009b[51], Zhao et al 2009[47], Lawrence et al

2010[79],Gandhi et al 2010[13], Belov et al 2010[80], Min et al

2010[29], Ali et al 2010a[52], Ali et al 2010b[53], Manuel et al

2010[33], Yunyong et al 2010[81], Marco et al 2010[82], Refael et al

2011[54])

 (Down) (John et al 1990[55], Yataka et al 1996[1], Gregg et al 1997[59], 

Refael et al 1999[25], E.C. et al 2001[65], Refael et al 2002[3], Refael 

et al 2003[8], Junichi et al 2004[66], Svraman et al 2005[56],  Sunmee 

et al 2005[61], Kenji et al 2006[2], S. K. et al 2007[69], Sara et al

2007[11], Sivarajah et al 2008[26], Zhao et al 2008[71], Job et al

2008[39], Marco et al 2008[72], Hirotaka et al 2009[41], Harry et al

2009[7], Xiaoxiang et al 2009[42], Andreas et al 2009a[10], Matej et

al 2009[74], Job et al 2009[45], Lawrence et al 2009[75], Hasnida et

al 2009[46], Ali et al 2009b[51], Zhao et al 2009[47], Lawrence et al

2010[79],Gandhi v 2010[13], Belov et al 2010[80], Min et al

2010[29], Ali et al 2010a[52], Ali et al 2010b[53], Manuel et al

2010[33], Marco et al 2010[82]) 

 (Right) (John et al 1990[55], Arie et al 1993[30], Yataka et al 1996[1], Gregg 

et al 1997[59], Yoshiaki et al 1997[34], S.H. et al 1999[60], Refael et
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 2-2 ( )

al 1999[25], E.C. et al 2001[65], Refael et al 2002[3], Dinesh et al

2002[36], Refael et al 2003[8], Junichi et al 2004[66], Svraman et al

2005[56], Mi et al 2005[67],  Sunmee et al 2005[61], Antti et al

2005[68],  Tdoyle et al 2006[57],Kenji et al 2006[2], Armen et al

2006[14],Sara et al 2007[11], Mrinal et al 2007[37], Sivarajah et al

2008[26], Bartomeu et al 2008[27], Job et al 2008[39], John J. et al

2008[73], Marco et al 2008[72], Hirotaka et al 2009[41], Matej et al

2009[74], Harry et al 2009[7], Xiaoxiang et al 2009[42], Hari et al

2009[28], Andreas et al 2009a[10], Job et al 2009[45], Lawrence et al

2009[75], Eyup et al 2009[63], Masafumi et al 2009[76], Ali et al

2009b[51], Takahiro al et al 2009[77], Lawrence et al

2010[79],Gandhi et al 2010[13], Belov et 2010[80], Min et al

2010[29], Ali et al 2010a[52], Ali et al 2010b[53], Manuel et al

2010[33], Kazuhiko et al 2010[83], Yunyong et al 2010[81], Marco et

al 2010[82]) 

 (Left) (John et al 1990[55], Arie et al 1993[30], Yataka et al 1996[1], Gregg 

et al 1997[59], Yoshiaki et al 1997[34], S.H. et al 1999[60], Refael et

al 1999[25], E.C. et al 2001[65], Refael et al 2002[3], Dinesh et al

2002[36], Refael et al 2003[8], Junichi et al 2004[66], Svraman et al

2005[56], Mi et al 2005[67],  Sunmee et al 2005[61], Antti et al

2005[68], Tdoyle et al 2006[57], Kenji et al 2006[2], Armen et al

2006[14], Sara et al 2007[11], Mrinal et al 2007[37], Sivarajah et al

2008[26], Bartomeu et al 2008[27], Job et al 2008[39], John J. et al

2008[73], Marco et al 2008[72], Hirotaka et al 2009[41], Matej et al

2009[74], Harry et al 2009[7], Xiaoxiang et al 2009[42], Hari et al

2009[28], Andreas et al 2009a[10], Matej et al 2009[74], Job et al

2009[45], Lawrence et al 2009[75], Eyup et al 2009[63], Masafumi et
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 2-2 ( )

al 2009[76], Ali et al 2009b[51], Takahiro et al 2009[77], Lawrence et

al 2010[79],Gandhi et al 2010[13], Belov et al 2010[80], Min et al

2010[29], Ali et al 2010a[52], Ali et al 2010b[53], Manuel et al

2010[33],  Kazuhiko et al 2010[83], Yunyong et al 2010[81], Marco et

al 2010[82]) 

 (Up-Right) 

(Kenji et al 2006[2], Marco et al 2008[72], Andreas et al 2009a[10], 

Gandhi et al 2010[13], Belov et al 2010[80], Marco et al 2010[82]) 

 (Up-Left)

(Kenji et al 2006[2], Marco et al 2008[72], Andreas et al 2009a[10], 

Gandhi et al 2010[13], Belov et al 2010[80], Marco et al 2010[82]) 

 (Down-Right) 

(Kenji et al 2006[2], Marco et al 2008[72], Andreas et al 20091[10], 

Gandhi et al 2010[13], Belov et al 2010[80], Marco et al 2010[82]) 

(Down-Left)

(Kenji et al 2006[2], Marco et al 2008[72], Andreas et al 2009a[10], 

Gandhi et al 2010[13], Belov et al 2010[80], Marco et al 2010[82]) 

 1 

(Blink)

(Gregg et al 1997[59], Junichi et al 2004[66],  Sunmee et al

2005[61],Kenji et al 2006[2], Armen et al 2006[14], S.K. et al

2007[69], Davz et al 2007[70], Zhao et al 2008[71], Tomasz et al

2008[38], Harry et al 2009[7], Xiaoxiang et al 2009[42], Aleksandra 

et al 2009[78], Robert et al 2009[62], Tomasz et al 2009[44], Matej et

al 2009[74], Ali et al 2009b[51], Min et al 2010[29], Ali et al

2010a[52], Ali et al 2010b[53], Mihai et al 2010[84], Tohru 2010[64], 

Refael et al 2011[54]) 

 2 

(Double-blink)

(Davz et al 2007[70], Youngmin et al 2007[9], Ali et al 2010a[52]) 

 3 

(Triple-blink) 

(Youngmin et al 2007[9]) 

 (Left-wink) 

(Youngmin et al 2007[9], Harry et al 2009[7]) 
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 2-2 ( )

(Right-

wink)

(Youngmin et al 2007[9], Harry et al 2009[7]) 

  26 

 2-6  13 

 26 

 3 

 2-5 

37

35

49

49

6

6

6

6

22

3

1

2

2

0 10 20 30 40 50 60

Number of paper

T
yp

e

 1 

 2 

 3 
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2.6  [85] 

2.6.1

 1  R p1, p2,… pR

w1,1, w1,2,…w1,R b

(n)

n = w1,1 p1+ w1,2 p2+……w1,R pR + b                (2-1) 

 (a)

a = f (Wp+b)                             (2-2) 

W = [w1,1, w1,2,…w1,R  ]

 p = [p1, p2,… pR]

   f 

1). Hard Limit Transfer Function 

 2  (n)

 0  0  0 

 1  (2-3) 

a = hardlim (n) = hardlim (Wp+b), a =                                         (2-3)
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2). Linear Transfer Function 

(2-4) 

a = purelin (n) = purelin (Wp+b), a = n                (2-4) 

3). Log-Sigmoid Transfer Function

 0  1  (2-5) 

a = logsig (n) = logsig (Wp+b), a =                (2-5) 

4). Hyperbolic Tangent-Sigmoid Transfer Function 

 -1  1  (2-6) 

a = tansig (n) = tansig (Wp+b), a =                            (2-6) 

2.6.2

 3 

 (Supervised Learning) 

 (Unsupervised Learning) 

 Reinforcement Learning 

 1)  (Perceptron Learning Rule) 

 2-7 
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 2-6

(2-7)  (2-8) 

W
new

= W
old

+ep
T

                  (2-7) 

b
new

= b
old

+e                   (2-8) 

e = t-a                               (2-9) 

  e

  p

t

a

b

2).  (Supervised Hebbian Learning Rule) 

 2-8 
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 2-7

 (2-10) 

W =TP
T
                 (2-10) 

 (2-11) 

W =TP
+
                 (2-11) 

P
+
 = (P

T
P)

-1
P

T
               (2-12) 

3). -  (Widrow-Hoff Learning Rule) 

-

 (Backpropagation Learning Rule) 

 (Least Mean Square Algorithm, LMS Algorithm)  (Adaptive Linear 

Neural Network, ADALINE)  2-9 
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 2-8

 (2-13)  (2-14) 

W(k+1) =W(k)+2 e(k)p
T
(k)               (2-13) 

b(k+1) =b(k)+2 e(k)                                  (2-14) 

4).  (Backpropagation Learning Rule) 

 (Error) 

 2-

10
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 2-9  3 

 (2-15) 

 (2-16) 

W
m
(k+1) =W

m
(k)- S

m
(a

m-1
)

T
               (2-15) 

b
m
(k+1) =b

m
(k)- S

m
                                         (2-16) 

 (2-17)  (2-18) 

S
M
 = -2F

M
(n

M
)(t-a)                             (2-17) 

S
m
 = F

m
(n

m
)(W

m+1
)

 T
 S

m+1
                                          (2-18) 

M

m m = 0, 1, 2,…., M-1  

S m

F

n
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  3 

3.1

3.1.1

 (Electrode)  Ag (AgCl) 
 Ag  AgCl 

 Ag 
(NaCl)  (Cl-)  (Na+)
(3-1)

Ag (solid) + Cl- (solution)   AgCl (solid) + e- (in AgCl)              (3-1) 
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 3-1 

 Bipolar  3-1 
 TYCO HEALTHCARE Kendall / Tyco ARBO /

 (Ag/AgCl) 
24

 Electrolyte gel 

3.1.2

 15  – 200 
 (Amplifier) 

 50 
(Difference amplifier) 

1)
 Common mode rejection ratio (CMRR)  CMRR 
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2)  (Input impedance) 

3)
4)

 3-2  Mobi6-6b 

 3-2 
- : Twente Medical Systems International B.V.
- : Mobi6-6b 
-  (Noise) :  <1.0 Vrms (  128 )
-  (Gain): 19.5 
-  (Input common mode range): -2 /+2
- (Input impedance): > 1012

-  (CMRR):100
-  (Accuracy): ± 2 % 
-  (Resolution): 24 
-  (Sample frequency): 128  256  512  1024 

 2048 
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 3.1.3 

 2.4 
 12 

 2-1  1 

 4  12  
 11  

 9 

 1, 3, 8  10   2, 6  7 
 5 

 2  2 / 1  3-3 
 1 

 2 
 * Ch.V+ 

       Ch.V- 
      Ch.H+ 
       Ch.H- 
       G 
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 3-3 *

3.2

 2.3 

 2 

 2 
3.2.1

  2 
 1 

 1  30 
3.2.2

 3-4 
 3-5 
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 3-4 
 X  Y 

 3-5 
 Y 
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 2 

 3-4 
 3-5  

 3-5  2 

 4

 (Baseline shift) 

3.3

 0.1-30

3.3.1

 (Band-
Pass Filter)  5  0.1-500  (F01),  10-
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500  (F02),  1-10  (F03),  0.1-10  (F04) 
 0.1-100  (F05) 

3.3.2

 3-6
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 3-6  5 
 Y 
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 3-6 
15-200  0.1-500 

 300  3-6(1) 
 10-500 

 80  3-6(2) 
 1-10 

 30  3-6(3)  
 0.1-10 

 3 
 3-6(4)  0.1-100 

 0.3  3-6(5) 

15-200

3.4

 2.5 

 26 
 13 

 26 



35

 26  1 
12  3-7 

 3-18  13  19 

1-1 1-7  20  26 

2-1 2-7

 3-7 
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 3-8 

 3-9 
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 3-10 

 3-11 



38

 3-12 

 3-13 
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 3-14 

 3-15 
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 3-16 

 3-17 
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 3-18 

 3-1 
 12 
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 3-1  ( )

3.5

3.5.1

 1-10 

 1-10 
 30 

3.5.2

 3-19 

 54  105 
 3-20 
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 3-19 

 3-20  30 
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3.5.3

 10 
 3 

 1  4 
 1)  (Up) 

2)  (Down) 
3)  (Right) 
4)  (Left) 

 2  4 
 1)  (Up-right) 

2)  (Up-left) 
3)  (Down-right) 
4)  (Down-left) 

 3  2 
 1)  (Clockwise, CW) 

2)  (Counter-clockwise, CCW) 
3.5.4

 2 
 2  20 / 1 

 2  10 
1)

-  2  3-21 

 3-21 
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2)
-  2  3-22 

 3-22 

3)

-  2  3-23 

 3-23 

4)

-  2  3-24 

 3-24 

5)
-

2  3-25 



47

 3-25 

6)
-

2  3-26 

 3-26 

7)
-

 2  3-27 

 3-27 

8)
-

 2  3-28 



  4 

 3 

4.1

 (Time domain) 

 (Real-time) 

 8  2 

 16  1 

 (THRON)  10 

 (Onset value) 

 50 

 (Peak amplitude values)  (Valley amplitude values) 

 5  20  4-1 

 (Positive value)   (Negative value) 

 4-1  4-7 

49



50

 4-1 

 5 

 1 16.79 22.90 -17.79 -23.49 

 2 17.78 16.47 -14.55 -16.40 

 3 24.33 24.80 -18.90 -24.58 

 4 23.18 23.84 -21.59 -24.59 

 5 20.39 21.19 -18.46 -21.34 

4.1.1

1)  (Maximum peak amplitude 

values of vertical- PAV
V

,Maximum peak amplitude values of horizontal- PAV
H
)

 4-1 

 4-1 

2).  (Maximum valley amplitude 

values of vertical- VAV
V
, Maximum valley amplitude values of horizontal - VAV

H
)
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 4-2 

 4-2 

3).  (Maximum 

peak amplitude position values of vertical- PAP
V
, Maximum peak amplitude position values of 

horizontal – PAP
H
)

 4-3

 4-3 
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4).  (Maximum 

valley amplitude position values of vertical- VAP
V
, Maximum valley amplitude position values of 

horizontal – VAP
H
)

 4-4 

 4-4 

5).  (Areas under curve values of vertical-

AUC
V
, Areas under curve values of horizontal-AUC

H
)

 (4-1) 

 4-5

N

=1i

|X| i=AUC                                                                                         (4-1) 

X i  i i = 1,2,3,…,N 

            N 
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 4-5 

6).  (Number of the 

threshold crossing values of vertical-TCV
V
, Number of the threshold crossing values of 

horizontal-TCV
H
)  10 

 4-6 

 4-6 

7).  (Variance values of vertical-VAR
V
,

Variance values of horizontal –VAR
H
)  (4-2) 
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N

1i

X(X

N

VAR

=

2
)

_
-i

1
=                   (4-2) 

X i  i i = 1,2,3,…,N 

            

_
X

                       N

8).  (Slope M of vertical-MV, Slope m of 

horizontal-MH)  1)  4) 

 (x1,y1)  (x2,y2) m

 (4-3) 

x-x

y-y
=M

12

12                                                                                                     (4-3) 

 (4-4)  (4-5) 

PAPV-VAPV

PAV V-VAV V
=M V                                                                           (4-4) 

MV

VAVV

PAVV

VAPV

PAPV

PAP H-VAP H

PAV H-VAV H
=M H                          (4-5) 

M H

VAV H

PAV H

VAPH

PAPH
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 4-2  4-7 

 4-7 

 4-2 
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4.1.2

 8  10 

 5  4-3  4-7
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ก1.ทาทางที่เปนสัญญาณรบกวนที่สามารถเกิดแทรกเมื่อทําการกลอกตาในทาทางตางๆ 

 
ภาพประกอบ ก1-1 ลักษณะสัญญาณของทาทางหลับตาทั้งสองขาง 

 
ภาพประกอบ ก1-2 ลักษณะสัญญาณของทาทางกระพรบิตาทั้งสองขางจํานวนหนึง่ครั้ง 
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ภาพประกอบ ก1-3 ลักษณะสัญญาณของทาทางกระพรบิตาทั้งสองขางจํานวนสองครั้ง 

 
ภาพประกอบ ก1-4 ลักษณะสัญญาณของทาทางกระพรบิตาทั้งสองขางจํานวนสามครั้ง 
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ภาพประกอบ ก1-5 ลักษณะสัญญาณของทาทางกระพรบิตาขางขวาขางเดียวจํานวนหนึ่งครั้ง 

ภาพประกอบ ก1-6 ลักษณะสัญญาณของทาทางกระพรบิตาขางซายขางเดียวจํานวนหนึ่งครั้ง  
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ภาพประกอบ ก1-7 ลักษณะสัญญาณของทาทางปดตาสบายๆ ทั้งสองขาง  

ก2.ทาทางที่ไมเกิดสัญญาณหรือมีความคลาดเคลื่อนเมื่อทดลองซ้ํา 

ภาพประกอบ ก2-1 ลักษณะสัญญาณของทาทางเบิ่งตาทั้งสองขาง 
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ภาพประกอบ ก2-2 ลักษณะสัญญาณของทาทางกลอกตาทั้งสองขางมองที่ปลายจมูก 

 
ภาพประกอบ ก2-3 ลักษณะสัญญาณของทาทางการยื่นแขนขวาไปขางหนาในระดบั

เดียวกับไหลชาๆ ระหวางยื่น ใหตาทั้งสองขางมองที่ปลายนิ้วตามไปดวย 
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ภาพประกอบ ก2-4 ลักษณะสัญญาณของทาทางการยื่นแขนซายไปขางหนาในระดบัเดียวกับไหล

ชาๆ ระหวางยืน่ ใหตาทั้งสองขางมองที่ปลายนิว้ตามไปดวย  

 
ภาพประกอบ ก2-5 ลักษณะสัญญาณของทาทางใชปากกา 2 แทง แทงหนึ่งถือไวตรงหนา สวนอกี
แทงยื่นไปสุดปลายแขน กลอกตาทั้งสองขางจองมองปากกาแทงแรก แลวเปลี่ยนไปจองแทงที่สอง 
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ภาพประกอบ ก2-6 ลักษณะสัญญาณของทาทางเพงมองจุดหรือสัญลักษณทีก่ําแพง 

ระดับเดยีวกับลูกตา 

 

ภาพประกอบ ก2-7 ลักษณะสัญญาณของทาทางปดตาสบายๆ จากนัน้ใชปลายนิว้ 
 3 นิ้วนวดตาเบาๆ เปนวงกลม 
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ภาคผนวก ข ผลการพลอตดูการกระจายตัวของขอมูล 
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ข1.ผลการพลอตการกระจายตัวของคุณลักษณะเดนคาความชันในแนวตั้งและแนวนอนของ
อาสาสมัครแตละคน 

 
ภาพประกอบ ข1-1 การกระจายตวัของคุณลักษณะเดนคาความชัน 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 1  
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ภาพประกอบ ข1-2 การกระจายตวัของคุณลักษณะเดนคาความชัน 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 2  

 
ภาพประกอบ ข1-3 การกระจายตวัของคุณลักษณะเดนคาความชัน 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 3 
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ภาพประกอบ ข1-4 การกระจายตวัของคุณลักษณะเดนคาความชัน 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 4 

 
ภาพประกอบ ข1-5 การกระจายตวัของคุณลักษณะเดนคาความชัน 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 5  



 

 

99 

ข2.ผลการพลอตการกระจายตัวของคุณลักษณะเดนคาตําแหนงท่ีคาแอมพลิจูดมีคามากที่สุดใน
แนวตั้งและแนวนอนของอาสาสมัครแตละคน 

 
ภาพประกอบ ข2-1 คุณลักษณะเดนคาตําแหนงที่คาแอมพลิจูดมีคามากที่สุด 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 1 
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ภาพประกอบ ข2-2 คุณลักษณะเดนคาตําแหนงที่คาแอมพลิจูดมีคามากที่สุด 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 2 

 
ภาพประกอบ ข2-3 คุณลักษณะเดนคาตําแหนงที่คาแอมพลิจูดมีคามากที่สุด 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 3 
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ภาพประกอบ ข2-4 คุณลักษณะเดนคาตําแหนงที่คาแอมพลิจูดมีคามากที่สุด 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 4 

 
ภาพประกอบ ข2-5 คุณลักษณะเดนคาตําแหนงที่คาแอมพลิจูดมีคามากที่สุด 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 5 
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ข3.ผลการพลอตการกระจายตัวของคุณลักษณะเดนคาตําแหนงท่ีคาแอมพลิจูดมีคานอยท่ีสุดใน
แนวตั้งและแนวนอนของอาสาสมัครแตละคน 

 
ภาพประกอบ ข3-1 คุณลักษณะเดนคาตําแหนงที่คาแอมพลิจูดมีคามากที่สุด 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 1 
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ภาพประกอบ ข3-2 คุณลักษณะเดนคาตําแหนงที่คาแอมพลิจูดมีคามากที่สุด 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 2 

 
ภาพประกอบ ข3-3 คุณลักษณะเดนคาตําแหนงที่คาแอมพลิจูดมีคามากที่สุด 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 3 
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ภาพประกอบ ข3-4 คุณลักษณะเดนคาตําแหนงที่คาแอมพลิจูดมีคามากที่สุด 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 4 

 
ภาพประกอบ ข3-5 คุณลักษณะเดนคาตําแหนงที่คาแอมพลิจูดมีคามากที่สุด 

ในแนวตั้งและแนวนอนของอาสาสมัครคนที่ 5 
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ข4.ผลการพลอตการกระจายตัวของคาแอมพลิจูดท่ีมากท่ีสุดในแนวตั้งและในแนวนอนของ
อาสาสมัครท้ัง 5 คน 

 
ภาพประกอบ ข4 คาแอมพลิจูดที่มากที่สุดในแนวตั้งและในแนวนอนของอาสาสมัครทั้ง 5 คน 
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ข5.ผลการพลอตการกระจายตัวของคาแอมพลิจูดท่ีนอยท่ีสุดในแนวตั้งและแนวนอนของ
อาสาสมัครท้ัง 5 คน 

 
ภาพประกอบ ข5 คาแอมพลิจูดที่นอยที่สุดในแนวตั้งและแนวนอนของอาสาสมัครทั้ง 5 คน 
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ข6.ผลการพลอตการกระจายตัวของคาพื้นท่ีใตกราฟในแนวตั้งและแนวนอนของอาสาสมัครท้ัง 5 
คน 

 
ภาพประกอบ ข6 คาพื้นที่ใตกราฟในแนวตั้งและแนวนอนของอาสาสมัครทั้ง 5 คน 
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ข7.ผลการพลอตการกระจายตัวของคาจํานวนครั้งท่ีตัดผานคาขีดแบงในแนวตั้งและแนวนอนของ
อาสาสมัครท้ัง 5 คน 

 
ภาพประกอบ ข7 คาจํานวนครั้งที่ตัดผานคาขีดแบงในแนวตั้งและแนวนอน 

ของอาสาสมัครทั้ง 5 คน 
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ข8.ผลการพลอตการกระจายตัวของคาความแปรปรวนในแนวตั้งและแนวนอนของอาสาสมัครท้ัง 5 
คน 

 
ภาพประกอบ ข8 คาความแปรปรวนในแนวตั้งและแนวนอนของอาสาสมัครทั้ง 5 คน 
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Abstract. Electrooculography (EOG) signal is one of the useful biomedical 
signals. Development of EOG signal as a control signal has been paid more 
increasing interest in the last decade. In this study, we are proposing a robust 
classification algorithm of eight useful directional movements that it can avoid 
effect of noises, particularly eye-blink artifact. Threshold analysis is used to 
detect onset of the eye movements. Afterward, four beneficial time features are 
proposed that are peak and valley amplitude positions, and upper and lower 
lengths of two EOG channels. Suitable threshold conditions were defined and 
evaluated. From experimental results, optimal threshold values were selected 
for each parameters and classification accuracies approach to 100% for three 
subjects testing. To avoid the eye-blink artifact, the first derivative was 
additionally implemented. 

Keywords: Electrooculography (EOG) signal, eye movement, eye blink 
artifact, robust pattern recognition, human-machine interface (HMI). 

1   Introduction 

Recently, many research works are under way into means of enabling disabled to 
communicate effectively with machine. Depending on the users’ capabilities, different 
kinds of interfaces have been proposed, such as, vision based head/hand gesture, 
speech recognition, sip and puff, head or chin controller, ultrasonic non-contact head 
controller and brain-computer interface [1-6]. However, due to limitations of each 
interface, for instance, speech recognition and vision based head/hand gesture have a 
major problem in noisy and outdoor environments or ultrasonic non-contact head 
controller has a low classification performance, electrooculography (EOG) signal 
have been proposed to be sufficient signal to be used in human-machine interface 
(HMI) [7-11]. In this study, we are promoting a usefulness of EOG signal to be used 
as an efficient hand-free control interface. 

EOG signal is commonly used to record activities of human eye. It is a bio-
electrical signal that detects changes in eye positions. The EOG signal is generated by 
the potential difference between the cornea and the ocular fundus. It is ordinarily 
referred to be called as a cornea-retinal potential (CRP) [12]. This potential difference 
comes from large presence of the electrically active nerves in the retina equate to the 
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front of the eye. This potential can be considered as a steady electrical dipole with a 
positive pole at the cornea and a negative pole at the retina [13]. Because of its 
relatively large amplitude compared to other biomedical signals, which its amplitudes 
range between 15 and 200 µV. In addition, due to a linear relationship between EOG 
signal and eye movements and easy detection of waveform, the EOG signal may be 
look like an ideal candidate for eye movement classification and control system. 

EOG signal has been widely and successfully used in biomedical engineering 
applications, especially in HMIs. Many efficient HMIs have been developed and 
implemented in the last decade, such as, electrical wheelchair control [7], mobile 
robot control [8], cursor mouse control [9], eye writing recognition [10], and eye 
activity recognition [11]. Various techniques have been used to detect and classify the 
EOG signals and eye movements. Pattern recognition techniques, including neural 
networks and support vector machine, have been widely used and have been proven 
their classification performance [14-15]; whereas, their computational times and 
implemental complexity become a major limitation of these techniques, especially for 
micro-controller device. In this study, we have been proposed non-pattern recognition 
algorithm based on time domain feature and threshold analysis to discriminate eight 
commonly used directional eye movements. Moreover, the proposed technique can be 
availably implemented for a real-time system and can be used in noisy environment. 

2   Materials and Methods 

Eight directional eye movements (up, down, right, left, up-right, up-left, down-right, 
and down-left) are basic movements for most of the HMIs, particularly the first four 
directions [7-11, 14-15]. Normally, two channel EOG signals have been used to 
acquire the information from horizontal and vertical eye movements. In this section, 
we described procedure of the recorded EOG signals and the proposed algorithm to 
characterize these directional movements. 

 

Fig. 1. EOG electrode placements where electrodes Ch.V+ and Ch.V- measure the vertical 
movements, and Ch.H+ and Ch.H- measure the horizontal movements 
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2.1   Experiments and Data Acquisition 

Independent measurements can be obtained from both eyes. However, in the vertical 
direction, two eyes move in conjunction; hence, for the vertical signal, only one right 
eye was used. Five surface electrodes were put around the eyes, as shown in Fig. 1. 
Vertical leads were acquired on the above and below of the right eye (Ch.V+ and 
Ch.V-). Horizontal leads were acquired by two electrodes on the right and the left of 
the outer canthi (Ch.H+ and Ch.H-). A reference electrode was placed on forehead 
(G). All EOG signal recordings were carried out using a commercial wireless system 
(Mobi6-6b, TMS International BV, Netherlands). A band-pass filter of 1-500 Hz 
bandwidth and an amplifier with 19.5x were set for the recorded system. The 
sampling rate was set to 1024 Hz. However, the energy frequency bands of the EOG 
signal are fallen in range of 1 to 10 Hz. Thus the sampling rate was reduced to 128 Hz 
in pre-processing stage. 

The EOG data were recorded from three normal subjects with eight directional eye 
movements: eyes move -down (M1), –up (M2), -left (M3), -right (M4), -down and 
left (M5), -down and right (M6), -up and left (M7), and -up and right (M8). All of 
these activities were held two seconds. Each activity was performed five times 
throughout a trial. As a result, fifteen data sets were obtained from each directional 
movement. 

2.2   Eye Movement Detecting Algorithm 

To discriminate eight directional movements mentioned above, we have been 
proposed a simple and effective non-pattern recognition algorithm based on time 
domain features and threshold analysis. Our proposed technique can be availably 
implemented for a real-time system and can be used in noisy environment. The 
procedure of the proposed algorithm is shown in Fig. 2. In this figure, EOG signal 
time series ({x(i)}), position of time samples (i), onset threshold value (THRON), 
classified threshold values of upper and lower of vertical V and horizontal H signals 
(THRUV, THRLV, THRUH, and THRLH), and artifact index (AI) were defined. 

Firstly, threshold analysis is used to detect simultaneously starting point of 
movements from both eyes with suitable level THRON. Afterward, eight beneficial 
time features are respectively proposed that consist of peak and valley amplitude 
positions (PAPV, VAPV, PAPH, VAPH), and upper and lower lengths (ULV, LLV, ULH, 
LLH) of two EOG channels. Definitions of these features are respectively expressed in 
Figs. 3 and 4. Subsequently, suitable threshold conditions, THRUV, THRLV, THRUH, 
and THRLH, were defined in Table 1 in order to discriminate eight movements from 
eight time features which were early calculated. Through experiments, optimal 
threshold values were evaluated for all parameters. Finally, eight movement classes 
(M1-M8) were examined for the output parameter (OUT). In addition, when resting 
and other movements were detected, output OUT is set to M0. To avoid eye-blink 
artifact, the first derivative of ULV was additionally implemented and the AI was also 
calculated with a pre-defined threshold from the first derivative result. When the 
logical value of AI was defined as true it means that more than one burst signal is 
found. That is eye-blink artifact was established. 
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Fig. 2. Flowchart of the proposed EOG classification algorithm 
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Fig. 3. Parameters of PAPV, VAPV, PAPH and VAPH. 

 

Fig. 4. Parameters of ULV, LLV, ULH, and LLH. 

3   Results and Discussion 

Firstly, from the observation of amplitude shape, we defined value of the THRON as 50 
μV for detecting simultaneously starting point of movements from both eyes. 
Afterward, eight time domain features are calculated for two EOG channels. Based on 
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Table 1. Distinction feature rule 

If  PAPV > VAPV and  
THRUV >= ULV, THRLV >= LLV  
and THRUH <= ULH,  

and THRLH <= LLH,   
then OUT = M1  
 
If  PAPV < VAPV and  
THRUV >= ULV, THRLV >= LLV  
and THRUH <= ULH, 

and THRLH <= LLH,  
then OUT = M2 
 
If  PAPH > VAPH and  
THRUV <= ULV, THRLV <= LLV  
and THRUH >= ULH,  
and THRLH >= LLH,  
then OUT = M3 
 
If  PAPH < VAPH and  
THRUV <= ULV, THRLV <= LLV  
and THRUH >= ULH, 

and THRLH >= LLH,  
then OUT = M4 
 

If PAPV > VAPV, PAPH > VAPH  
and THRUV >= ULV, THRLV >= LLV  
and THRUH >= ULH,  
and THRLH >= LLH,  
then OUT = M5 
 
If PAPV > VAPV, PAPH < VAPH  
and THRUV >= ULV, THRLV >= LLV  

and THRUH >= ULH,  

andTHRLH >= LLH,  
then OUT = M6 
 
If PAPV < VAPV, PAPH > VAPH  
and THRUV >= ULV, THRLV >= LLV  
and THRUH >= ULH,  
andTHRLH >= LLH,  
then OUT = M7 
 
If  PAPV < VAPV, PAPH < VAPH  
and THRUV >= ULV, THRLV >= LLV  
and THRUH >= ULH,  
andTHRLH >= LLH,  
then OUT = M8 
 
Otherwise OUT = M0 

 
the obtained results in Table 2 through 4, all subjects show that values of our 
proposed eight features are useful for discriminating eight directional movements. 
However, the suitable threshold values of THRUV, THRLV, THRUH, and THRLH were 
dependent on each subject. Finally, eight movement classes (M1-M8) were examined 
for the output parameter (OUT). 

Our proposed algorithm for a robust classification of eight directional movements 
based on EOG signals has two advantages compared to other publication algorithms. 
Firstly, the algorithm does not affected by various noises, i.e., involuntary single blink 
(ISB), involuntary double blinks (IDB), and short-duration eye closed (SDC). Fig. 5. 
shows the detection of left eye movement (M3) on the top panel using the EOG 
signals from the vertical and horizontal channels on the middle and bottom panels, 
respectively. Although, there are ISB, IDB, and SDC noises shown in thick lines 
generated in vertical leads, our proposed algorithm still can detect the motion with 
100% accuracy as shown in the top panel. 

Secondly, the proposed algorithm provides high accuracy for the classification  
of eight directional movements based on EOG signals compared to other publications. 
Fig. 6. shows the detection of eight eye movements (M1-M8) on the top panel  
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Table 2. Mean values and standard deviation values of 8 features for subject 1 

Down Up Left Right 
Feature Mean Std Mean Std Mean Std Mean Std 
UTLV 50.8 6.4 71.4 11.3 12.0 5.1 7.6 12.6 
LTLV 56.0 1.7 56.4 14.1 54.2 112.3 4.8 10.7 
UTLH 3.2 5.2 3.6 3.4 57.6 8 51.4 1.9 
LTLH - - 2.4 3.4 62.6 9.5 53 6.2 
PAPV 100.8 23.9 13 4.1 144.8 67.7 65.4 96.1 
VAPV 14.0 1.0 110 11.1 101.4 133.1 48 107.3 
PAPH 3.2 4.4 5.2 5.8 101.8 15.1 12.6 0.5 
VAPH - - - - 14 1.6 102.8 12.6 

Down left Down right Up left Up right 
Feature Mean Std Mean Std Mean Std Mean Std 

UTLV 50.8  10.5 33.4  5.4 65.6  3.8 61.2  1.9 
LTLV 62.6  17.8 41.2  5.4 59.8  2.4 53.6  2.1 
UTLH 44.4  2.5 50.8  3.8 55.4  2.4 54.4  2.3 
LTLH 57.2  3.9 46.8  5.3 58.8  4.3 53.4  3.2 
PAPV 97  38.3 102.4  9.6 12.6  1.1 10.6  0.9 
VAPV 30.2  32.9 15.8  1.6 121.4  11.7 107  13.6 
PAPH 82.6  59.9 13.4  1.3 116.6  11.1 15.4  1.7 
VAPH 24.6  34.3 105.4  8.6 18.8  2.3 99.2  7.9 

Table 3. Mean values and standard deviation values of 8 features for subject 2 

Down Up Left Right 
Feature Mean Std Mean Std Mean Std Mean Std 
UTLV 53.6 3.1 84.8 13.1 16.6 6.8 7.6 4.7 
LTLV 73.6 11.8 66.8 7.5 12.8 13.3 3 6.7 
UTLH 2.4 4.8 7.2 8.2 52.2 9.4 68.4 5.3 
LTLH - - 9.2 10.4 69.4 11.5 61.4 9.9 
PAPV 183 20.1 19.4 11.1 24.2 28.4 124.6 72.4 
VAPV 18.6 3.4 183.8 26.2 47.2 72.1 3.4 7.6 
PAPH 9.2 13.1 55.6 93.4 204.4 29 33.4 35.7 
VAPH - - 80.4 79.3 32.8 28.1 172.6 35.9 

Down left Down right Up left Up right 
Feature Mean Std Mean Std Mean Std Mean Std 

UTLV 46.8 5.4 41.6 3.6 61.8 2.2 61.8 8.5 
LTLV 64.4 3.4 49.6 4.6 50.6 10.8 52 7.2 
UTLH 45.2 3.7 65.6 6.6 46.8 9 69.8 7.3 
LTLH 46.6 7.6 54.4 13.4 63.6 5.1 67 4.5 
PAPV 165.6 22.5 169.8 63.9 22.6 17.1 14 2.5 
VAPV 20.6 5 20.2 2.8 209 18.8 188.8 13.7 
PAPH 172.4 23.5 54.4 82.5 209.4 18.4 17.8 1.5 
VAPH 13.6 2.4 203.6 22.7 26 18 187.8 12.9 

from- the vertical and horizontal channels on the middle and bottom panels, 
respectively. The detection accuracy of eight eye movements is 100% resulting from 
three healthy subjects. However, the accuracy from other publications is less than 
100%. Examples from papers showing the results from four directional eye 
movements are as follows.  
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Table 4. Mean values and standard deviation values of 8 features for subject 3 

 

Fig. 5. Effect of noises on the vertical EOG signal: involuntary single blink, involuntary double 
blinks, and short-duration eye closed 

In a work by Deng et al. [16], 90% detection accuracy is achieved for the 
applications in game control, eye test, and TV controller. In Merino et al. [17], 94% 
average rate is achieved when the derivative and amplitude levels are used for 
detecting the direction. Examples from papers showing the results from eight 
directional eye movements are as follows. In a work by Yamagishi et al. [18], 90.4%  

Down Up Left Right 
Feature Mean Std Mean Std Mean Std Mean Std 
UTLV 43.8 8.9 51.6 1.3 4.4 6.1 1.6 3.6 
LTLV 53 3.7 50 8.8 - - - - 
UTLH 1.2 2.7 3.2 7.2 57.6 4.6 66.4 5.5 
LTLH - - 2.4 5.4 58.6 3.2 65 3.6 
PAPV 100.6 12.3 30 45.8 21 43.2 3.2 7.2 
VAPV 15.4 1.1 159.2 46.4 - - - - 
PAPH 1.6 3.6 24.6 55 109.8 19.7 14.8 0.4 
VAPH - - 44.4 99.3 13.4 0.9 117.2 15.1 

Down left Down right Up left Up right 
Feature Mean Std Mean Std Mean Std Mean Std 

UTLV 48.2 7.5 33 4.4 45.8 1.3 57.8 17.3 
LTLV 56.8 2.2 51 10.3 49.8 8.6 57.6 6.6 
UTLH 51.6 4 53.6 2.9 54 4.2 61.6 5.5 
LTLH 61.6 5.4 40 21.4 62 2.3 55.8 5.6 
PAPV 83.8 8.4 127.6 71.9 24.4 30.6 11.2 4.1 
VAPV 18.6 1.1 43.8 61.1 121 34.9 129 17.5 
PAPH 88 7.4 44 59.9 121 34.7 18.8 2.5 
VAPH 14.6 2.4 134.2 68.3 27.2 29 128.2 18.9 
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Fig. 6. Example result of EOG classification algorithm for 8 directional movements 

accuracy is achieved for the applications in screen keyboard when the algorithm 
based on logical combination is realized. In Itakura and Sakamoto [19], 96.7% 
accuracy is obtained from the algorithm based on the integration method when EOG 
data were acquired from six subjects. 

4   Conclusion 

EOG signal is widely employed in many clinical applications, such as, evaluation of 
eye injuries and diagnosis of eye diseases and in many engineering applications, such 
as, eye-controlled wheelchair and eye-writing recognition. In this paper, we proposed 
a non-pattern recognition algorithm to classify eight directional movements from 
EOG signals. From experimental results, the proposed features and threshold analysis 
showed the best performance to be used in classification of EOG signal. Moreover, 
the avoiding artifact method that is defined from the first derivative can be effectively 
used to avoid most noises in EMG signal. 
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Abstract 

Electrooculography (EOG) signal is a widely and successfully used to detect activities of human eye. Use of the EOG 
signals as a control signal for human-computer interface (HCI) plays a central role in the understanding, 
characterization and classification of eye movements which can be applied to a wide variety of applications 
consisting virtual mouse and keyboard control, electric power wheelchairs and industrial assistive robots. The 
advantages of the EOG-based interface over other conventional interfaces have been presented in the last two 
decades; however, due to a lot of information in EOG signals, the extraction of useful features should be done before 
the classification task. In this study, fourteen useful features extracted from two directional EOG signals: vertical (V) 
and horizontal (H) signals have been presented and evaluated. There are the maximum peak and valley amplitude 
values (PAV and VAV), the maximum peak and valley position values (PAP and VAP), the area under curve value 
(AUC), the number of threshold crossing value (TCV), and EOG variance (VAR), which are derived from both V and 
H signals. In the experiments, EOG signals obtained from three healthy subjects with eight directional eye 
movements were employed: up, down, right, left, up-right, up-left, down-right and down-left. The mean feature 
values and their standard deviations have been reported. Most features show the difference between the mean feature 
values. Using the analysis-of-variation test, the differences in mean features between the movements are statistically 
significant for ten features (p < 0.0001), particularly for the VAV, VAP, AUC, TCV and VAR of V signal, and the 
PAV, VAV, AUC, TCV and VAR of H signal. The combination of these features may be useful for the classification 
of EOG signals in both class separability and robustness point of views. Using multiple features with sufficient 
classifiers or threshold techniques is recommended to be evaluated in further analysis. These features can be useful 
for various advanced HCI applications in future researches, notably eye-exercise and eye-writing recognitions. 
 
© 2010 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of I-SEEC2011 
 
Keywords: Classification; Electrooculogram; Eye gesture recognition; Eye motion; Eye movement analysis  

 

* Corresponding author. Tel.: +66-74-558831; fax: +66-74-459395. 
E-mail address: siriwadee.a@hotmail.com. 



247S. Aungsakul et al. / Procedia Engineering 32 (2012) 246 – 2522 S. Aungsakul et al. / Procedia Engineering 00 (2012) 000–000 

1. Introduction 

Many human-machine interfaces (HMIs) have been established during the last two decades such as 
vision based head/hand gesture, speech recognition, sip and puff, head or chin controller, ultrasonic non-
contact head controller and brain-computer interface [1-6]. However, each HMI has its limitations. For 
instance, speech recognition and vision based head/hand gesture have a major problem in noisy and 
outdoor environments. Ultrasonic non-contact head controller has low classification accuracy. For 
patients with amyotrophic lateral sclerosis (ALS), a few HMIs can be used. One of the challenging HMIs 
is electrooculography (EOG) signal. EOG signal is a widely used to detect activities or movements of 
human eye. The use of EOG signals as a control signal for HMI [7-12] plays a central role in the 
understanding, characterization and classification of eye movements which can be applied to a wide 
variety of applications such as electrical wheelchair control [7], mobile robot control [8], cursor mouse 
control [9], eye writing recognition [10], eye activity recognition [11] and eye exercise recognition [12]. 
In order to yield the high performance in recognition of EOG signal, various techniques have been 
proposed such as derivative technique [13], threshold analysis technique [14], slope analysis technique 
[10] and peak detection analysis [15]. One of the most important components in the classification of EOG 
signal is feature extraction. In this study, the evaluation of EOG feature extraction is proposed. All 
features are calculated based on time domain and are used for discriminating the eight commonly used 
directional eye movements. 

2. Materials and Methods 

2.1. Data acquisition 

Eight directional eye movements were used: up, down, right, left, up-right, up-left, down-right and 
down-left, while the EOG signals are recorded from two EOG channels: vertical (V) and horizontal (H). 
Commonly, independent measurements can be obtained from both eyes, V and H. However, in V 
channel, either left or right side gives the similar EOG signal. Hence, only one right eye was used in the 
experiments. Five surface electrodes were put around the eyes as can be observed in Fig. 1. Vertical leads 
were acquired on the above and the below of the right eye, Ch.V+ and Ch.V-. Horizontal leads were 
acquired by two electrodes on the right and the left of the outer canthi, Ch.H+ and Ch.H-. A reference 
electrode was placed on forehead, G. All EOG signal recordings were carried out using a commercial 
wireless system (Mobi6-6b, TMS International BV, Netherlands). A band-pass filter of 1-500 Hz 
bandwidth and an amplifier with 19.5 times were set for the acquisition system. The sampling rate was set 
to 1024 Hz. However, the energy frequency bands of the EOG signal are fallen in range of 1 to 10 Hz, 
thus the sampling rate was reduced to 128 Hz in pre-processing process. The EOG signals were recorded 
from 3 normal subjects with 8 directional eye movements as mentioned above. All of these activities were 
held for 2 s. Each activity was performed 5 times throughout a trial. As a result, 15 datasets were obtained 
from each directional movement. 

 

Fig. 1. EOG electrode placements 
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2.2 Feature Extraction Methods 

Fourteen features are evaluated in this study. They are a combination between seven techniques and 
two EOG channels. All features are calculated based on time domain in order to yield a computational 
simplicity. The definition of seven techniques has been described in the following: 

1. Maximum peak amplitude value (PAV): It is a measure of the EOG signal amplitude value at the 
highest point, maximum positive value, in both V and H channels, as shown in Fig. 2. 

2. Maximum valley amplitude value (VAV): It is a measure of the EOG signal amplitude value at 
the lowest point, maximum negative value, in both V and H channels, as shown in Fig. 2. 

3. Maximum peak amplitude position value (PAP): It is a measure of the EOG signal amplitude 
position value at the highest point, maximum positive value, in both V and H channels, as shown 
in Fig. 3. 

4. Maximum valley amplitude position value (VAP): It is a measure of the EOG signal amplitude 
position value at the lowest point, maximum negative value, in both V and H channels, as shown 
in Fig. 3. 

5. Areas under curve value (AUC): AUC of EOG signal is a summation of absolute value of the 
amplitude under both positive and negative curves in both V and H channels, as shown in Fig. 4. It 
can be expressed as 
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where xi is the ith sample of EOG signal and N is the window size for computing features. 

6. Number of threshold crossing value (TCV): It is the number of times that the EOG signal passes 
the threshold amplitude value for both positive and negative threshold values, in both V and H 
channels, as shown in Fig. 5. 

7. Variance of EOG signal (VAR): The variance is a measure of the signal power and calculated as 
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     (a)                                                                   (b)

Fig. 2. Maximum peak and valley amplitude values (PAVV, VAVV, PAVH and VAVH) (a) left (b) up-right
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     (a)                                                                   (b)

Fig. 3. Maximum peak and valley amplitude position values (PAPV, VAPV, PAPH and VAPH) (a) right (b) down-left

     (a)                                                                   (b)

Fig. 4. Areas under curve values (AUCV, AUCH) (a) up (b) up-left

     (a)                                                                   (b)

Fig. 5. Number of threshold crossing values (TCVV, TCVH) (a) down (b) down-right 
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3. Results and Discussion 

From the observation of EOG waveform shape, the extraction of useful features should be done before 
the classification task. Waveforms of eight eye directional movements can be observed in Fig. 2 through 
Fig 5. In order to avoid a background noise and involuntary eye movements, the onset threshold value is 
set at 50 µV in the study [12] for using as a starting point of eye movements in both eyes and also using 
as a starting point in extracting feature. The mean feature values and their standard deviation of all 
features have been shown in Table 1. In order to find the better feature, the analysis-of-variation 
(ANOVA) test is used to present the difference between the mean feature values of eight movements. The 
results obtained from ANOVA are presented in Table 2 for all features. The results showed that the 
differences in mean feature values between the movements are “statistically significant” for ten features 
(p < 0.0001), consisting the VAV, VAP, AUC, TCV and VAR of V signal, and the PAV, VAV, AUC, 
TCV and VAR of H signal.  

In order to find the best feature the value of the F statistical obtained from the ANOVA test can be 
used. As we know that F value is the ratio between the variance of the group means and the mean of the 
within group variances. Hence, the best feature is yielded if its F value is higher than the F value of other 
features. Based on fourteen features extracted, the VAP of V signal has the highest F value (F = 1055), 
followed by the AUC of H signal (F = 594.76) and the PAV of H signal (F = 259.25). On the other hands, 
the PAP features contain the lowest F values. The F values of PAPV and PAPH are only 4.03 and 7.08, 
respectively. 

Table 1. Mean (µ) and standard deviation (σ) values of all features from three subjects. Note that n/a is information in a field is not 
provided or is not available. 

Vertical (V) channel 
PAV VAV PAP VAP AUC TCV VAR Movement  

types µ σ µ σ µ σ µ σ µ σ µ σ µ σ 

Up 301 24 320 7 13 6 144 23 23346 4008 9 2 17599 4839 

Down 430 28 285 16 128 19 16 2 22792 1916 5 1 20563 3483 

Right n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 
Left n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 
Up- left 292 23 323 9 12 2 145 16 20070 1050 5 1 15772 1530 

Up- right 227 23 221 60 12 3 142 15 17454 2293 7 2 9720 1928 

Down- left 390 13 276 6 110 13 18 2 20994 1580 5 1 17220 2593 

Down-right 375 6 220 9 123 12 17 2 17332 1396 4 0 13701 1754 
Horizontal (H) channel 

PAV VAV PAP VAP AUC TCV VAR Movement  
types µ σ µ σ µ σ µ σ µ σ µ σ µ σ 

Up n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 
Down n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 
Right 364 9 307 23 153 19 16 6 22851 1356 4 1 18423 5022 

Left 355 4 402 30 15 2 126 17 26079 499 4 0 24469 7297 

Up- left 325 13 243 43 144 16 16 2 20845 1216 4 1 14007 2986 

Up- right 266 48 321 24 16 4 138 13 22557 1202 4 0 17577 4406 

Down- left 241 2 143 63 113 13 14 3 15198 463 4 1 7544 2164 

Down-right 213 10 244 32 15 2 129 12 16563 1407 4 0 9161 3672 
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Table 2. Average p-value of fourteen features. 

Feature extraction Average p-value 

 V H 

PAV  > 0.0001 < 0.0001 
VAV < 0.0001 < 0.0001 
PAP > 0.0001 > 0.0001 
VAP > 0.0001 > 0.0001 
AUC < 0.0001 < 0.0001 
TCV < 0.0001 < 0.0001 
VAR < 0.0001 < 0.0001 

 
Based on the finding results, four features including VAV, AUC, TCV and VAR showed the 

statistically difference for both EOG channels. Thus in future algorithms, these features should be 
considered to use in the classification of EOG signal, because usually, in order to classify eight directions, 
the classification algorithm needs information from both EOG channels, V and H. On the other hands, 
PAV and VAP features showed a statistical difference only for one channel; however, it may be necessary 
to help the main features to discriminate the advanced movements such as in eye-writing, eye-exercise 
and activity recognitions [10-12]. In addition, both features showed the higher value of F statistical 
compared with other features. For the PAP feature, there is no significant for both EOG channels, 
therefore it is not recommended to be used as an EOG feature in future research. 

4. Conclusion 

In this study, several frequently used and newly proposed EOG features have been evaluated. The 
study provides a relatively comprehensive comparison of a variety of the EOG features in the class 
separability viewpoint which has not been reported before. It found that the VAPV, AUCH and PAVH 
appear effective to discriminate the eight EOG movements. In order to extract the useful features for both 
eyes, VAV, AUC, TCV and VAR features are recommended. All of these features have a statistically 
significance at p < 0.0001. The combination of these features may be useful for the classification of EOG 
movements in future research works, particularly in class separation point of view. Using multiple-feature 
set with the sufficient classifiers or threshold analysis techniques is suggested to be evaluated in future 
works. Although this study did not include any classification algorithms, some researchers have applied 
some of them in the past, and we plan to apply them in the future. 
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Electrooculography (EOG) signal is one of the useful electro-physiological signals. The EOG signals 
provide information about eye movements that can be used as a control signal in human-computer 
interface (HCI). Usually, eight-directional movements, including up, down, right, left, up-right, up-left, 
down-right and down-left, are proposed. Development of the EOG signal classification has been shown 
more increasing interest in the last decade; however, the effect of noises on classification system is a 
major problem to degrade the usefulness of EOG-based HCI. A robust classification algorithm of the 
eight movements is proposed, in which this technique can conduct the effect of noises in EOG signal, 
particularly for involuntary movements and eye-blink artifacts. The proposed algorithm was based on 
the onset analysis, feature extraction, the first derivative technique and threshold classification. Eight 
beneficial time domain features were proposed including the peak and the valley amplitude positions, 
and the upper and the lower wavelengths of two EOG channels, vertical and horizontal channels. Based 
on the optimal threshold values and conditions, the results showed that classification accuracy 
reached 100% for three-subject testing. In addition, the first derivative technique was additionally 
implemented in order to avoid the eye-blink artifact and other eight time domain features, that is, peak 
amplitude and area under curve, have been investigated for use in advanced HCI interfaces, notably, 
eye activity and eye writing recognitions. 
 
Key words: Electrooculography signal, eye motions, eye blink artifacts, feature extraction, interference, noises, 
non-pattern recognition, robustness, threshold analysis. 

 
 
INTRODUCTION 
 
Currently, many research studies are underway into 
means of enabling the disabled and elderly to 
communicate effectively with machine or computer. 
Depending on the users’ capabilities, different types of 
interface have been proposed, such as speech 
recognition based on both voice (Raab et al., 2011) and 
surface electromyography (Fraiwan et al., 2011), lip 
movement control system (Shaikh et al., 2011), vision-
based multiple gestures (Reale et al., 2011), sip-and-puff  
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controller (Jones et al., 2008), tooth-click controller 
(Simpson et al., 2008), infrared and ultrasonic non-
contact head controllers (Coyle, 1995; Evans et al., 
2000), multifunction myoelectric control system (MMCS) 
(Phinyomark et al., 2011a) and brain-computer interface 
(BCI) (Panicker et al., 2011). However, due to the 
limitations of each interface, for example, speech 
recognition and vision-based head gesture have a major 
problem in outdoor and noisy environments (Ikuta and 
Orimoto, 2011), infrared and ultrasonic non-contact head 
controllers have a low classification performance, or 
MMCS and BCI have a problem with noise (Phinyomark 
et al., 2011b; Suresh and Puttamadappa, 2008); therefore, 



 
 
 
 
the electrooculography (EOG) signal is one of the 
sufficient candidate signals to be deployed in human-
computer interface (HCI) (Ubeda et al., 2011). This 
interface is very useful for patients with amyotrophic 
lateral sclerosis (ALS). ALS patients may lose the oral 
speaking and hand movements abilities; however, their 
eye movement functions generally remain relatively intact 
and become the last resource for communication (Park et 
al., 2005; Tomita et al., 1996; Tsai and Chen, 2009). 

EOG signal is one of the useful electro-physiological 
signals that provide information about activities of the 
human eye, detecting changes in eye positions. It is 
generated by the potential difference between the cornea 
and the ocular fundus, and it is known as the “cornea-
retinal potential (CRP)” (North, 1965). This potential 
difference comes from large presence of the electrically 
active nerves in the retina equate to the front of the eye 
and can be considered as a steady electrical dipole with 
a positive pole at the cornea and a negative pole at the 
retina (Brown et al., 2006). Because of its relatively large 
signal-to-noise ratio (SNR) as compared to other electro-
physiological signals, its amplitudes range between 15 
and 200 µV, and a linear relationship between its 
amplitude and eye movement angle, the EOG signal may 
look like an ideal candidate for eye movement 
classification system. 

In this study, we are promoting the usefulness of EOG 
signal to be used as an efficient hand-free control 
interface. Non-pattern recognition algorithm based on 
threshold analysis and time domain features to classify 
eight-directional eye movements has been investigated. 
The robustness of EOG-based HCI has been considered 
in developing classification algorithm (Bulling et al., 2008; 
Kim et al., 2007; Yagi, 2010). This technique can be used 
in noisy environment and can be availably implemented 
for a real-time application. The preliminary result of this 
algorithm is presented in Aungsakun et al. (2011). This 
study presented an extensive review of EOG applications 
and classification algorithms, after which the proposed 
EOG time domain features used for classification 
algorithm was described. This was followed by a report 
given on the results and discussion. Finally, summary 
and concluding remarks were given. 
 
 
PREVIOUS RESEARCH 
 

The EOG signals have been successfully and widely 
used in biomedical and rehabilitation engineering 
applications, particularly in HCIs. Many efficient HCIs 
have been developed in the last two decades, such as 
computer cursor control (Septanto et al., 2009), computer 
animation application (Krupiński and Mazurek, 2009), 
home automation (Harun and Mansor, 2009), multitask 
gadget control (Gandhi et al., 2010), electrical wheelchair 
control (Barea et al., 2002), mobile robot control (Kim et 
al., 2007), hospital alarm system (Venkataramanan et al., 
2005),   activity   recognition   based   on  eye  movement  
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analysis (Bulling et al., 2011), visual improvement system 
for the elderly (Yu et al., 2005) and eye writing 
recognition (Tsai et al., 2008). In order to develop all of 
these HCIs, various techniques have been proposed, 
which can be divided into two main types: pattern 
recognition and non-pattern recognition. 

In pattern recognition, features extracted are 
discriminated by a suitable classifier (Brunner et al., 
2007). Time-domain features that have been frequently 
used are mean value, peak duration, peak polarity and 
slope (Kherlopain et al., 2006). In addition, spectral 
analysis has been deployed as the useful features for eye 
movement classification (Bukhari et al., 2010; Lv et al., 
2010). All of these features are usually implemented with 
two classifier types, that is, neural networks (Barea et al., 
2000; Güven and Kara, 2006; Kikuchi and Fukushima, 
2000; Lee and Lee, 1993) and support vector machine 
(Bulling et al., 2011; Shuyan and Gangtie, 2009). 
However, computational times and implementation 
complexity become a major limitation of algorithm based 
on pattern recognition, particularly for implementing in 
microcontroller devices. Several research studies have 
established better performance of EOG signal 
classification based on non-pattern recognition (Deng et 
al., 2010; Gandhi et al., 2010). This technique has a 
simple structure. The classifier module of pattern 
recognition algorithm has been degraded to a simple 
threshold comparison module. In this study, non-pattern 
recognition algorithm has been implemented in order to 
be used in microcontroller devices. 

Eight-directional eye movements: up, down, right, left, 
up-right, up-left, down-right and down-left, are the basic 
movements for most of the HCIs (Yamagishi et al., 2006), 
especially the first four directions (Barea et al., 2002; 
Güven and Kara, 2006; Kim et al., 2007; Shuyan and 
Gangtie, 2009). The eight types of directional movements 
can be used as basis of various advanced movements, 
that is, eye activity and eye writing recognitions (Bulling 
et al., 2011; Tsai et al., 2008), thus the classification of 
these movements has become a challenge for many 
advanced EOG-based HCIs in the near future. 

 
 
EXPERIMENTS AND DATA ACQUISITION 

 
Two channel EOG signals, horizontal and vertical signals, have 
been commonly used to acquire information from human eye 
movements. Independent measurements can be obtained from 
both eyes. However, in vertical directional movements, two eyes 
move in conjunction, thus only one right eye was deployed. The 
procedure of recorded EOG signals is presented in the following. 
Five surface electrodes were placed around the eyes. All positions 
are as shown in Figure 1. Vertical-channel electrodes were placed 
above and below the right eye (Ch.V+ and Ch.V-) and horizontal-
channel electrodes were placed on the right and left of the outer 
canthi (Ch.H+ and Ch.H-). Additionally, a reference electrode was 
placed on the forehead (G). 

Recordings of all EOG signals were carried out using a 
commercial wireless system (Mobi6-6b, TMS International BV, 
Netherlands). The amplifier, with a gain of 19.5 and a band-pass
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Figure 1. Five electrode positions: vertical channel (Ch.V+ and Ch.V-), horizontal channel (Ch.H+ and Ch.H-) and 
reference channel (G) (Aungsakun et al., 2011). 

 
 
 
filter of 1 to 500 Hz bandwidth were set for the recording system. 

The sampling rate was set at 1024 Hz for analog-to-digital 
conversion. However, the energy frequency bands of EOG signal 
are in range of direct current (DC) to 15 Hz, thus the sampling rate 
was reduced to 128 Hz in pre-processing stage. The EOG data 
were recorded from three normal subjects with 8 directional eye 
movements: eyes move -down (M1), –up (M2), -left (M3), -right 
(M4), -down and left (M5), -down and right (M6), -up and left (M7) 
and -up and right (M8). Each movement was held for 2 s and it was 
performed five times throughout a trial. In total, fifteen data sets 
were obtained from each directional movement. 
 
 
Eye movement classification algorithm 
 
To discriminate the aforementioned eight directional eye 
movements, the simple and effective non-pattern recognition 
algorithm based on threshold analysis and time domain features 
was proposed. Two main advantages of the proposed algorithm are 
that it can be availably implemented for a real-time system and can 
also be used in noisy environment. Procedures of the proposed 
algorithm are as follows: 

1. Onset analysis was used to detect simultaneously starting 
point of eye movement, point-by-point, from both EOG signals, 
Ch.V and Ch.H, with a suitable threshold level THRON. Based on a 
preliminary result (Aungsakun et al., 2011), the value of THRON was 
set to 50 μV. It is  approximately  25%  of  the  maximum  amplitude  

value, which is approximately 200 μV. This threshold is 
implemented in order to avoid background noise and small 
involuntary EOG movements. Further, THRON is implemented for 
both positive and negative values to detect either up/right or 
down/left movement, examples of the threshold levels can be 
observed as shown in Figures 2 to 4. 

2. Firstly, eight types of time domain features were calculated: 
peak and valley amplitude values (PAV and VAV), peak and valley 
amplitude positions (PAP and VAP), upper and lower wavelengths 
(UWL and LWL) and area under upper and lower curves (AUC and 
ALC) for both EOG channels, vertical (V) and horizontal (H), are as 
shown in Figures 2 to 5, respectively. In total, sixteen features from 
two-channel EOG signals were obtained. Subsequently, eight 
features were selected to be used in the classification algorithm for 
eight-directional movements. There were PAPV, PAPH, VAPV, 
VAPH, UWLV, UWLH, LWLV and LWLH. The remaining features were 
deployed to be used in future classification algorithms which can 
classify other advanced movements. 

3. Avoiding eye-blink artifact, the first derivative of UWLV feature 
was implemented and then the artifact index (AI) was calculated 
with a pre-defined threshold, THRSF. If the logical value of AI was 
defined as true, it means that more than one burst signals were 
found. In other words, the eye-blink artifact or involuntary eye 
movement was established. Then, step 1 will be repeated. 
Procedure of noise avoiding technique is as shown in Figure 6. 

4. Suitable conditions were proposed in Table 1 in order to 
discriminate the eight movements from the eight  features  selected. 
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Figure 2. Peak and valley amplitude value (PAVV, VAVV, PAVH and VAVH) features. 
 
 
 

 
 

Figure 3. Peak and valley amplitude position (PAPV, VAPV, PAPH and VAPH) features. 
 
 
 

 
 

Figure 4. Upper and lower wavelength (UWLV, LWLV, UWLH and LWLH) features. 
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Figure 5. Area under upper and lower curve (AUCV, ALCV, AUCH and ALCH) features. 
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Figure 6. Procedure of the noise avoiding technique. The case example of only eye movement in feature length shown in the left 
panel, whereas on the right panel, it showed a case example of one blinking and one eye movement in feature length. The posit ions 
of point A to F are shown with point G to L in the middle panel, respectively. In addition, the value of M is the derivative of J-K. 
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Table 1. Discrimination rules. 
 

If  PAPV > VAPV 

and UWLV <= THRUV or LWLV <= THRLV 

and UWLH >= THRUH, 

and LWLH >= THRLH, 

then OUT = M1 

If PAPV > VAPV, PAPH > VAPH 

and UWLV <= THRUV, LWLV <= THRLV 

and UWLH <= THRUH, 

and LWLH <= THRLH, 

then OUT = M5 

  

If  PAPV < VAPV 

and UWLV <= THRUV, LWLV <= THRLV 

and UWLH >= THRUH, 

and LWLH >= THRLH, 

then OUT = M2 

If PAPV > VAPV, PAPH < VAPH 

and UWLV <= THRUV, LWLV <= THRLV 

and UWLH <= THRUH, 

and LWLH <= THRLH, 

then OUT = M6 

  

If  PAPH > VAPH  

and UWLV >= THRUV, LWLV >= THRLV  

and UWLH <= THRUH,  

and LWLH <= THRLH,  

then OUT = M3 

If PAPV < VAPV, PAPH > VAPH  

and UWLV <= THRUV, LWLV <= THRLV  

and UWLH <= THRUH,  

and LWLH <= THRLH,  

then OUT = M7 

  

If  PAPH < VAPH  

and UWLV >= THRUV, LWLV >= THRLV  

and UWLH <= THRUH,  

and LWLH <= THRLH,  

then OUT = M4 

If  PAPV < VAPV, PAPH < VAPH  

and UWLV <= THRUV, LWLV <= THRLV 

and UWLH <= THRUH,  

and LWLH <= THRLH,  

then OUT = M8 

Otherwise OUT = M0 

 
 
 
The PAP and VAP features were used to detect the arrival of the 
positive and negative amplitudes. If the positive amplitude has 
occurred before, the output is expected to be up or right. On the 
other hand, the output is expected to be down or left if the positive 
amplitude occurred after. Discrimination between up and right or 
down and left can be conducted by information from two channels. 
In addition, up and down are vertical movements and right and left 
are horizontal movements. The other four directional movements 
can be seen as a combination of four basic movements. In order to 
avoid classifying uninterested and involuntary eye movements, four 
threshold values have been proposed, including THRUV, THRLV, 
THRUH and THRLH. These thresholds were implemented for 
application with the UWL and LWL features. Throughout the 
experiments, optimal values of all thresholds were defined. 

5. As a result, eight movement classes (M1 to M8) were 
examined for the output parameter (OUT). In addition, if resting and 
other movements were detected, output OUT is set to M0. The 
procedure of the proposed algorithm is as shown in Figure 7. Note 
that in this figure, {x(i)} is EOG signal time series and i is the 
position of time samples. 
 
 
RESULTS AND DISCUSSION 
 
Generally, when the eyes move to the left, the positive 
cornea moves closer to the left electrode which becomes 
more positive with zero potential at the right electrode, 
and vice versa. As a result, eye movement will generate 
voltage in horizontal direction. This finding can also be 
observed from up and down movements in vertical 

channel. From this knowledge and amplitude shape 
observed, the detection algorithm was designed as 
presented in the study’s results and discussion. 

Throughout the experiments, THRON as 50 μV was 
optimized for both detecting the starting point of 
movement and avoiding the background noise. 
Afterwards, all features were calculated for two EOG 
channels. The features calculated were presented as 
shown in Tables 2 to 4 with their mean and standard 
deviation values. All subjects showed that values of the 
selected eight features, PAPV, PAPH, VAPV, VAPH, 
UWLV, UWLH, LWLV and LWLH, are useful enough for 
discriminating eight-directional movements. Based on the 
results obtained, the suitable thresholds of THRUV, 
THRLV, THRUH and THRLH were defined, and the optimal 
threshold values were dependent on each subject. To be 
easily used, however, universal threshold can be defined. 
Approximately, 10% of the window size features was 
recommended, that is, in this study, the feature length 
was set at 256 samples. Interestingly, the resting eight 
features, PAVV, PAVH, VAVV, VAVH, AUCV, AUCH, ALCV 
and ALCH are useful for discriminating other advanced 
eye movements. For instance, peak and valley amplitude 
values can distinguish the movement associated with 
EOG signals at different angles (10, 20 and 30°) as 
shown in Figure 8. Note that its behaviour is practically 
linear for gaze-movement angles of ±30°. 
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Figure 7. Flowchart of the proposed EOG classification algorithm. 

 
 
 

The proposed algorithm has two advantages as 
compared to other publication algorithms for a 
classification of eight-directional movements based on 
EOG signals. Firstly, the proposed algorithm provided a 
high accuracy as shown in Figure 9. The figure showed 
the detection of 8 eye movements (M1 to M8) on the top 
panel from both Ch.V on the middle panel and Ch.H on 
the bottom panel. The classification accuracy of 8 eye 
movements is 100% resulting from three healthy 
subjects, whereas the accuracy from other publications is 
less than 100%. Examples from previous publications 
showing the results from 4 directional eye movements 
are as follows. In a study by Deng et al. (2010), 90% 
classification accuracy was achieved for applications in 
game control, eye test and Television controller. In 
Merino et al. (2010), 94% average rate was achieved 
when the derivative and amplitude levels were used for 

detecting the direction. Examples from previous 
publications showing results from eight-directional eye 
movements are as follows. In a study by Yamagishi et al. 
(2006), 90.4% classification accuracy was achieved for 
applications in screen keyboard when algorithm based on 
logical combination was realized. In Itakura and 
Sakamoto (2010), 96.7% classification accuracy was 
obtained from algorithm based on the integration method 
when EOG data were acquired from six subjects. 

Secondly, the algorithm was not affected by various 
noises and involuntary movements, that is, single blinking 
(SB), double blinking (DB) and involuntary eye closing 
(IEC). Figure 10 showed the detection of left eye movement 
(M3) on the top panel using the EOG signals from Ch.V 
and Ch.H on the middle and bottom panels, respectively. 
Although, there are SB, DB and IEC noises as shown in 
thick lines generated in Ch.V, the proposed algorithm can
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Table 2. Mean (μ) and standard deviation (σ) values of all features from subject 1. 
 

Feature 
Down  Up  Left  Right 

μ σ  μ σ  μ σ  μ σ 

PAPV 100.8 23.9  13 4.1  n/a n/a  n/a n/a 

VAPV 14.0 1.0  110 11.1  n/a n/a  n/a n/a 

PAPH n/a n/a  n/a n/a  101.8 15.1  12.6 0.5 

VAPH n/a n/a  n/a n/a  14 1.6  102.8 12.6 

UWLV 50.8 6.4  71.4 11.3  n/a n/a  n/a n/a 

LWLV 56.0 1.7  56.4 14.1  n/a n/a  n/a n/a 

UWLH n/a n/a  n/a n/a  57.6 8  51.4 1.9 

LWLH n/a n/a  n/a n/a  62.6 9.5  53 6.2 

PAVV 393.9 44.8  33.42 21.1  n/a n/a  n/a n/a 

VAVV -289.6 11.8  -355.8 26.7  n/a n/a  n/a n/a 

PAVH n/a n/a  n/a n/a  353.9 8.0  280.6 5.7 

VAVH n/a n/a  n/a n/a  -303.6 8.0  -298.7 41.1 

AUCV 10045.6 701.5  11814.2 409.6  n/a n/a  n/a n/a 

ALCV 9676.2 113.7  9326.2 817.6  n/a n/a  n/a n/a 

AUCH n/a n/a  n/a n/a  9419.0 385.6  8020.0 158.5 

ALCH n/a n/a  n/a n/a  9769.0 251.7  8193.6 420.3 

            

Feature 
Down-left  Down-right  Up-left  Up-right 

μ σ  μ σ  μ σ  μ σ 

PAPV 50.8 10.5  33.4 5.4  65.6 3.8  61.2 1.9 

VAPV 62.6 17.8  41.2 5.4  59.8 2.4  53.6 2.1 

PAPH 44.4 2.5  50.8 3.8  55.4 2.4  54.4 2.3 

VAPH 57.2 3.9  46.8 5.3  58.8 4.3  53.4 3.2 

UWLV 97 38.3  102.4 9.6  12.6 1.1  10.6 0.9 

LWLV 30.2 32.9  15.8 1.6  121.4 11.7  107 13.6 

UWLH 82.6 59.9  13.4 1.3  116.6 11.1  15.4 1.7 

LWLH 24.6 34.3  105.4 8.6  18.8 2.3  99.2 7.9 

PAVV 398.8 59.0  285.5 40.8  355.9 58.5  259.5 20.4 

VAVV -285.5 10.6  -191.4 31.6  -425.9 28.8  -259.9 128.9 

PAVH 231.8 9.8  193.1 35.3  304.2 15.2  274.8 5.5 

VAVH -33.7 164.4  -237.2 29.4  -250.2 20.2  -289.7 13.2 

AUCV 9133.6 1047.5  5483.8 922.1  11727.0 1023.8  7566.4 474.3 

ALCV 8863.6 258.5  5577.8 1037.7  11796.8 872.4  6948.8 3381.1 

AUCH 5893.0 266.2  6356.4 956.5  9011.6 701.1  9035.6 203.0 

ALCH 6309.8 168.3  6234.4 947.3  9078.2 1127.8  8505.2 511.0 
 

Note that n/a is information in a field that is not provided or is not available. 

 
 
 
still detect the motion with 100% accuracy as shown in 
the top panel. The value of threshold THRSF was set at 
30, in order to keep away from small fluctuation during 
eye movement. The threshold value is approximately 
12% of the feature length. Several noise removal 
techniques have been presented in the past few years, 
for instance, a simple median filter and a wavelet packet 
approach, using Daubechies wavelets at level nine 
(Bulling et al., 2008), a velocity shape algorithm and a 
threshold and correlation technique (Kim et al., 2007), a 
calibration technique and a low-pass filter (Yagi, 2010). 

More attention should be paid to the development of 
noise removal techniques in future studies, since it is still 
an active topic of research. 
 
 
Conclusions 
 
EOG signal is widely employed in various clinical 
applications, such as diagnosis of the eye diseases and 
evaluation of the eye injuries, and in various engineering 
applications, such  as  eye-controlled  cursor  mouse  and
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Table 3. Mean (μ) and standard deviation (σ) values of all features from subject 2. 
 

Feature 
Down  Up  Left  Right 

μ σ  μ σ  μ σ  μ σ 

PAPV 183 20.1  19.4 11.1  n/a n/a  n/a n/a 

VAPV 18.6 3.4  183.8 26.2  n/a n/a  n/a n/a 

PAPH n/a n/a  n/a n/a  204.4 29  33.4 35.7 

VAPH n/a n/a  n/a n/a  32.8 28.1  172.6 35.9 

UWLV 46.8 5.4  41.6 3.6  n/a n/a  n/a n/a 

LWLV 64.4 3.4  49.6 4.6  n/a n/a  n/a n/a 

UWLH n/a n/a  n/a n/a  46.8 9  69.8 7.3 

LWLH n/a n/a  n/a n/a  63.6 5.1  67 4.5 

PAVV 570.6 83.8  335.8 53.6  n/a n/a  n/a n/a 

VAVV -353.3 36.5  -355.2 36.9  n/a n/a  n/a n/a 

PAVH n/a n/a  n/a n/a  395.9 25.5  410.1 9.8 

VAVH n/a n/a  n/a n/a  -309.4 43.9  -470.0 21.9 

AUCV 14604.8 2133.9  12743.4 1538.7  n/a n/a  n/a n/a 

ALCV 12939.6 2374.9  11654.8 1858.8  n/a n/a  n/a n/a 

AUCH n/a n/a  n/a n/a  11434.2 519.1  14454.4 338.2 

ALCH n/a n/a  n/a n/a  31490.0 44816.3  14443.4 276.0 

            

Feature 
Down-left  Down-right  Up-left  Up-right 

μ σ  μ σ  μ σ  μ σ 

PAPV 165.6 22.5  169.8 63.9  22.6 17.1  14 2.5 

VAPV 20.6 5  20.2 2.8  209 18.8  188.8 13.7 

PAPH 172.4 23.5  54.4 82.5  209.4 18.4  17.8 1.5 

VAPH 13.6 2.4  203.6 22.7  26 18  187.8 12.9 

UWLV 46.8 5.4  41.6 3.6  61.8 2.2  61.8 8.5 

LWLV 64.4 3.4  49.6 4.6  50.6 10.8  52 7.2 

UWLH 45.2 3.7  65.6 6.6  46.8 9  69.8 7.3 

LWLH 46.6 7.6  54.4 13.4  63.6 5.1  67 4.5 

PAVV 435.6 63.7  492.2 38.0  284.8 12.1  193.2 63.2 

VAVV -276.3 23.0  -265.9 22.5  -280.9 15.3  -208.6 41.1 

PAVH 232.9 9.9  230.3 17.1  352.2 22.8  328.3 29.3 

VAVH -184.3 18.4  -256.3 10.5  -277.4 6.6  -381.8 41.8 

AUCV 9471.0 1025.1  10875.0 572.8  8495.4 118.7  6016.0 1375.1 

ALCV 10826.2 487.3  10934.8 657.9  8120.2 271.2  6693.4 1372.5 

AUCH 6280.2 412.0  8126.8 728.8  10230.0 364.9  13315.2 851.4 

ALCH 5095.6 627.5  7756.6 782.6  10872.8 677.7  12941.6 588.7 
 

Note that n/a is information in a field that is not provided or is not available. 

 
 
 
wheelchair. In this study, we have proposed a non-
pattern recognition algorithm to classify eight eye dire-
ctional movements from EOG signals. From experimental 
results, the features proposed (peak and valley amplitude 
values and upper and lower wave-lengths) and threshold 
classification algorithm showed the best performance to 
be used in discrimination of EOG signal. Avoiding artifact 
method that was defined from the first derivative 
technique, can be effectively used to avoid most noises in 
EOG signal. The resting features (peak and valley 
amplitude positions and area under upper and lower 

curves) have shown that they can be added to increase 
the classification performance of advanced movements, 
such as eye movements with different angles (10 to 30°), 
eye writing 0 to 9, A to Z, +, -, x, /) and activity based on 
eye movement (reading, typing and browsing). Interestingly, 
more interest should be paid on two issues in future 
studies for real-world applications: (1) noise removal or 
(noise avoiding techniques (Bulling et al., 2008; Kim et 
al., 2007; Yagi, 2010) and (2) minimi-zation of EOG 
electrode positions (Usakli and Gurkan, 2010) and design 
of wearable EOG goggles (Bulling et al., 2009). 
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Table 4. Mean (μ) and standard deviation (σ) values of all features from subject 3. 
 

Feature 
Down 

 
Up 

 
Left 

 
Right 

 
Down-left 

 
Down-right 

 
Up-left 

 
Up-right 

μ σ 
 

μ σ 
 

μ σ 
 

μ σ 
 

μ σ 
 

μ σ 
 

μ σ 
 

μ σ 

PAPV 100.6 12.3 

 

30 45.8 

 

n/a n/a 

 

n/a n/a 

 

83.8 8.4 

 

127.6 71.9 

 

24.4 30.6 

 

11.2 4.1 

VAPV 15.4 1.1 

 

159.2 46.4 

 

n/a n/a 

 

n/a n/a 

 

18.6 1.1 

 

43.8 61.1 

 

121 34.9 

 

129 17.5 

PAPH n/a n/a 

 

n/a n/a 

 

109.8 19.7 

 

14.8 0.4 

 

88 7.4 

 

44 59.9 

 

121 34.7 

 

18.8 2.5 

VAPH n/a n/a 

 

n/a n/a 

 

13.4 0.9 

 

117.2 15.1 

 

14.6 2.4 

 

134.2 68.3 

 

27.2 29 

 

128.2 18.9 

UWLV 43.8 8.9 

 

51.6 1.3 

 

n/a n/a 

 

n/a n/a 

 

48.2 7.5 

 

33 4.4 

 

45.8 1.3 

 

57.8 17.3 

LWLV 53 3.7 

 

50 8.8 

 

n/a n/a 

 

n/a n/a 

 

56.8 2.2 

 

51 10.3 

 

49.8 8.6 

 

57.6 6.6 

UWLH n/a n/a 

 

n/a n/a 

 

57.6 4.6 

 

66.4 5.5 

 

51.6 4 

 

53.6 2.9 

 

54 4.2 

 

61.6 5.5 

LWLH n/a n/a 

 

n/a n/a 

 

58.6 3.2 

 

65 3.6 

 

61.6 5.4 

 

40 21.4 

 

62 2.3 

 

55.8 5.6 

PAVV 326.4 28.7 

 

227 6.2 

 

n/a n/a 

 

n/a n/a 

 

336.5 38.9 

 

347.2 49.6 

 

235.8 33.4 

 

227.7 29.2 

VAVV -213.2 7.5 

 

-248.9 23.8 

 

n/a n/a 

 

n/a n/a 

 

-265.2 17.9 

 

-201.6 13.7 

 

-261.8 10.7 

 

-195 13 

PAVH n/a n/a 

 

n/a n/a 

 

343.5 21.6 

 

373.9 13 

 

259.7 12.7 

 

216.1 18 

 

318.4 40 

 

195.6 97.2 

VAVH n/a n/a 

 

n/a n/a 

 

-307.7 17.3 

 

-437.3 25.9 

 

-211.8 5.3 

 

-238.8 56.6 

 

-202.4 100.7 

 

-290.6 16.6 

AUCV 20359 29769.9 

 

7110.8 291.1 

 

n/a n/a 

 

n/a n/a 

 

8362.8 426.4 

 

1489.2 1553.9 

 

5459.8 1804.2 

 

7040.4 2155.5 

ALCV 6934.4 469 

 

6848 798.7 

 

n/a n/a 

 

n/a n/a 

 

8840.6 447.7 

 

5809.6 1162.8 

 

7144 146.4 

 

6592.8 656.8 

AUCH n/a n/a 

 

n/a n/a 

 

9489 525.2 

 

6237 1051.1 

 

7170 184.5 

 

5489 1133.7 

 

9029.8 502 

 

8975.2 547.4 

ALCH n/a n/a 

 

n/a n/a 

 

9980.4 744.5 

 

4676.6 3038.2 

 

7534.4 422.3 

 

2407.4 2346.3 

 

9003.4 167.4 

 

8859.2 1009.7 
 

Note that n/a is information in a field that is not provided or is not available. 
 
 

 
 
Figure 8. Up-left movement associated with EOG signals at 10, 20 and 30 degrees from 
two channels, Ch.V and Ch.H.  
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Figure 9. Example result of the proposed EOG classification algorithm for discriminating eight-directional movements. 

 
 
 

 
 

Figure 10. Effect of noises on the vertical EOG signal: single blinking (SB), double blinking (DB) and involuntary eye closing 
(IEC).



 
 
 
 
ACKNOWLEDGEMENT 
 
This work was supported by NECTEC-PSU Center of 
Excellence for Rehabilitation Engineering, Faculty of 
Engineering, Prince of Songkla University through 
contract no. ENG540638S. 
 
 
REFERENCES 
 
Aungsakun S, Phinyomark A, Phukpattaranont P, Limsakul C (2011). 

Robust eye movement recognition using EOG signal for human-
computer interface. In: Zain JM, Mohd WMW, El-Qawasmeh E (eds.) 
ICSECS 2011. CCIS,  128: 714-723. 

Barea R, Boquete L, Mazo M, Lopez E (2002). System for assisted 
mobility using eye movements based on electrooculography. IEEE 
Trans. Neural Syst. Rehabil. Eng., 4: 209-218. 

Barea R, Boquete L, Mazo M, Lopez E, Bergasa LM (2000). EOG 
guidance of a wheelchair using neural networks. In Proceedings of 
the 15th International Conference on Pattern Recognition, 4: 668-
671, IEEE Press. 

Brown M, Marmor M, Vaegan, Zrenner E, Brigell M, Bach M (2006). 
ISCEV standard for clinical electro-oculography (EOG) 2006. 
Documenta Ophthalmologica, 113: 205-212. 

Brunner S, Hanke S, Wassertheuer S, Hochgatterer A (2007). EOG 
pattern recognition trial for a human-computer interaction. In: 
Stephanidis C (ed.) UAHCI 2007. LNCS, 4555: 769-776. 

Bukhari WM, Daud W, Sudirman R (2010). A wavelet approach on 
energy distribution of eye movement potential towards direction. In 
Proceedings of the IEEE Symposium on Industrial Electronics and 
Applications, pp. 181-185, IEEE Press. 

Bulling A, Ward JA, Gellersen H, Tröster G (2011). Eye movement 
analysis for activity recognition using electrooculography. IEEE 
Trans. Pattern Anal. Mach. Intell. 33: 741-753. 

Bulling A, Roggen D, Tröster G (2009). Wearable EOG goggles: 
Seamless sensing and context-awareness in everyday environments. 
J. Ambient Intell. Smart Environ., 1: 157-171. 

Bulling A, Ward JA, Gellersen H, Tröster G (2008). Robust recognition 
of reading activity in transit using wearable electrooculography. In: 
Indulska J, Patterson DJ, Rodden T, Ott M (eds.) ICP 2008. LNCS, 
5013: 19-37. 

Coyle ED (1995). Electronic wheelchair controller designed for 
operation by hand-operated joystick, ultrasonic non-contact head 
control and utterance from a small word-command vocabulary. In 
Proceedings of the IEE Colloquium on New Developments in Electric 
Vehicles for Disabled Persons, pp. 3/1–3/4, IEEE Press. 

Deng LY, Hsu DL, Lin TC, Tuan JS, Chang SM (2010). EOG-based 
human-computer interface system development. Expert Syst. Appl. 
37: 3337-3343. 

Evans DG, Drew R, Blenkhorn P (2000). Controlling mouse pointer 
position using an infrared head-operated joystick. IEEE Trans. 
Rehabil. Eng., 8: 107-117. 

Fraiwan L, Lweesy K, Al-Nemrawi A, Addabass S, Saifan R (2011). 
Voiceless Arabic vowels recognition using facial EMG. Med. Biol. 
Eng. Comput., 49: 811-818. 

Gandhi T, Trikha M, Santhosh J, Anand S (2010). Development of an 
expert multitask gadget controlled by voluntary eye movements. 
Expert Syst. Appl., 37: 4204-4211. 

Güven A, Kara S (2006). Classification of electro-oculogram signals 
using artificial neural network. Expert Syst. Appl., 31: 199-205. 

Harun H, Mansor W (2009). EOG signal detection for home appliances 
activation. In Proceedings of the 5th International Colloquium on 
Signal Processing and Its Applications, pp. 195-197, IEEE Press. 

Ikuta A, Orimoto H (2011). Adaptive noise suppression algorithm for 
speech signal based on stochastic system theory. IEICE Trans. 
Fundam. Electron. Commun. Comput. Sci., E94-A: 1618-1627. 

Itakura N, Sakamoto K (2010). A new method for calculating eye 
movement displacement from AC coupled electro-oculographic 
signals in head mounted eye-gaze input interfaces. Biomed. Signal 
Process. Control, 5: 142-146. 

Aungsakun et al.          2207 
 
 
 
Jones M, Grogg K, Anschutz J, Fierman R (2008). A sip-and-puff 

wireless remote control for the Apple iPod. Assist. Technol., 20: 107-
110. 

Kherlopian AR, Gerrein JP, Yue M, Kim KE, Kim JW, Sukumaran M, 
Sajda P (2006). “Electrooculogram based system for computer 
control using a multiple feature classification model”, In Proceedings 
of the 28th IEEE EMBS Annual International Conference, IEEE 
Press. pp. 1295-1298,  

Kikuchi M, Fukushima K (2000). Pattern recognition with eye 
movement: a neural network model. In Proceedings of the 
International Joint Conference on Neural Networks, ACM Press. pp. 
37-40, 

Kim Y, Doh NL, Youm Y, Chung WK (2007). Robust discrimination 
method of the electrooculogram signals for human-computer 
interaction controlling mobile robot. Intell. Autom. Soft Comput., 13: 
319-336. 

Krupiński R, Mazurek P (2009). Estimation of eye blinking using 
biopotentials measurements for computer animation applications. In: 
Bolc L, Kulikowski JL, Wojciechowski K (eds.) ICCVG 2008. LNCS, 
5337: 302-310. 

Lee J, Lee Y (1993). Saccadic eye-movement system modelling using 
recurrent neural network. In Proceedings of the International Joint 
Conference on Neural Networks, pp. 57-60, IEEE Press. 

Lv Z, Wu XP, Li M, Zhang D (2010). A novel eye movement detection 
algorithm for EOG driven human computer interface. Pattern 
Recognit. Lett., 31: 1041-1047. 

Merino M, Rivera O, Gomez I, Molina A, Doronzoro E (2010). A method 
of EOG signal processing to detect the direction of eye movements. 
In Proceedings of the 1st International Conference on Sensor Device 
Technologies and Applications, pp. 100-105, IEEE Press. 

North AW (1965). Accuracy and precision of electro-oculographic 
recording. Investigative Ophthalmol., 4: 343-348. 

Panicker RC, Puthusserypady S, Sun Y (2011). An asynchronous P300 
BCI with SSVEP-based control state detection. IEEE Trans. Biomed. 
Eng., 58: 1781-1788. 

Park S, Kim DW, Kim HC (2005). Development of a human-computer 
interface device using electrooculogram for the amyotrophic lateral 
sclerosis patient. In Proceedings of the 3rd European Medical and 
Biological Engineering Conference. pp. 1727-1983. 

Phinyomark A, Phukpattaranont P, Limsakul C (2011a). A review of 
control methods for electric power wheelchairs based on 
electromyography (EMG) signals with special emphasis on pattern 
recognition. IETE Tech. Rev., 28: 316-326. 

Phinyomark A, Phukpattaranont P, Limsakul C (2011b). Wavelet-based 
denoising algorithm for robust EMG pattern recognition. Fluctuation 
Noise Lett., 10: 157-167. 

Raab M, Gruhn R, Nöth E (2011). A scalable architecture for 
multilingual speech recognition on embedded devices. Speech 
Commun., 53: 62-74. 

Reale MJ, Canavan S, Yin L, Hu K, Hung T (2011). A multi-gesture 
interaction system using a 3-D iris disk model for gaze estimation and 
an active appearance model for 3-D hand pointing. IEEE Trans. 
Multimedia, 13: 474-486. 

Septanto H, Prihatmanto AS, Indrayanto A (2009). A computer cursor 
controlled by eye movements and voluntary eye winks using a single 
channel EOG. In Proceedings of the International Conference on 
Electrical Engineering and Informatics, pp. 117-120, IEEE Press. 

Shaikh AA, Kumar DK, Gubbi J (2011). Visual speech recognition using 
optical flow and support vector machines. Int. J. Comput. Intell. Appl., 
10: 167-187. 

Shuyan H, Gangtie Z (2009). Driver drowsiness detection with eyelid 
related parameters by support vector machine. Expert Syst. Appl., 
36: 7651-7658. 

Simpson T, Broughton C, Gauthier MJA, Prochazka A (2008). Tooth-
click control of a hands-free computer interface. IEEE Trans. Biomed. 
Eng., 55: 2050-2056. 

Suresh HN, Puttamadappa C (2008). Removal of EMG and ECG 
artifacts from EEG based on real time recurrent learning algorithm. 
Int. J. Phys. Sci., 3: 120-125. 

Tomita Y, Igarashi Y, Honda S, Matsuo N (1996). Electro-oculography 
mouse for amyotrophic lateral sclerosis patients. In Proceedings of 
the 18th Annual International Conference of the IEEE Engineering in  



2208          Int. J. Phys. Sci. 
 
 
 

Medicine and biology Society, pp. 1780-1781, IEEE Press. 
Tsai JZ, Lee CK, Wu CM, Wu JJ, Kao KP (2008). A feasibility study of 

an eye-writing system based on electro-oculography. J. Med. Biol. 
Eng., 28: 39-46. 

Tsai JZ, Chen TS (2009). Eye-writing communication for patients with 
amyotrophic lateral sclerosis. In Proceedings of the 11th international 
ACM SIGACCESS conference on Computers and accessibility, pp. 
239-240, ACM press. 

Ubeda A, Ianez E, Azorin JM (2011). Wireless and portable EOG-based 
interface for assisting disabled people. IEEE/ASME Trans. 
Mechatron. 16: 870-873. 

Usakli AB, Gurkan S (2010). Design of a novel efficient human–
computer interface: an electrooculagram based virtual keyboard. 
IEEE Trans. Instrum. Meas., 59: 2099-2108. 

Venkataramanan S, Prabhat P, Choudhury SR, Nemade HB, Sahambi 
JS (2005). Biomedical instrumentation based on electrooculogram 
(EOG) signal processing and application to a hospital alarm system. 
In Proceedings of the 2nd International Conference on Intelligent 
Sensing and Information Processing, pp. 535-540, IEEE Press. 

Yagi T (2010). Eye-gaze interfaces using electro-oculography (EOG). In 
Proceedings of the 2010 workshop on Eye gaze in intelligent human 
machine interaction, pp. 28-32, ACM Press. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Yamagishi K, Hori J, Miyakawa M (2006). Development of EOG-based 

communication system controlled by eight-directional eye 
movements. In Proceedings of the 28th IEEE EMBS Annual 
International conference, pp. 2574-2577, IEEE Press. 

Yu M, Piao YJ, Kim YY, Kwon TK, Hong CU, Kim NG (2005). Study of 
the characteristic of eye movement for visual improvement of the 
elderly. In Proceedings of the International Conference on Control, 
Automation and systems.  

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 





DESIGN OF EYE EXERCISE RECOGNITION SYSTEM BASED ON 
ELECTROOCULOGRAPHY (EOG) SIGNALS 

 

Angkoon Phinyomark1, Siriwadee Aungsakul1, Ruchada Yotdam1, 
Huosheng Hu2, Pornchai Phukpattaranont1, Chusak Limsakul1 

    1 Department of Electrical Engineering, Faculty of Engineering, Prince of Songkla University, Thailand 

2 School of Computer Science & Electronic Engineering, University of Essex, U.K. 

 
Abstract 
 Over the last decade, there have been an increasing number of people who wear glasses because 
they spend more time in front of a computer or television every day. To improve vision and eye health of 
people, the eye exercise system based on electrooculography (EOG) signal is proposed. EOG is an 
efficient bio-electrical signal that can be used to measure the change in eye positions. Based on our 
previous preliminary research, the classification of eye exercises according to their type using EOG is 
feasible. The classification outputs can be used not only for checking the correctness of eye exercises but 
also for counting the number of trials. As a result, the eye exercise program based on EOG can be 
implemented. 
 Purpose: The paper presents the design and development of eye exercise recognition system 
based on EOG signals to promote the eye exercise in daily life of human. 
 Methods and Results: Several popular eye exercises were selected and detected by using EOG; 
however, such eye exercises can be combined into four main groups: (1) Eight-directional eye 
movements, (2) Eye clockwise and counter-clockwise, (3) Eye tightly closed, and (4) Blinking. Several 
eye exercises can be classified based on these four groups, such as, looking at any hour mark on a clock, 
writing the letters, and tracing the figure of eight. EOG data in the recognition system are measured from 
horizontal and vertical channels. However, the classification of EOG can be either DC or AC recording. 
The advantage and disadvantage of each recording were discussed, and the suitable filtering conditions 
also were suggested. Such eye exercises can be classified based on two types of recognition: pattern and 
non-pattern. In addition, several useful EOG features were calculated and evaluated to measure their 
performance. 
 Conclusion: The proposed EOG based eye exercise recognition system can be widely used in 
future due to the rapid development of wearable EOG recording devices that are reliable, low-cost, 
lightweight, and wireless communication. 
 

Key Words : electrooculography (EOG) signal / eye exercise / eye movement / classification / feature 
extraction / filtering 



1. Introduction 
Over the last decade, there have been an increasing number of people who wear glasses because 

they spend more time in front of a computer or television every day. Eyes are among the most meaningful 
organs of the body. Just like any other muscle in the body, eyes need regular exercises for maintain them 
healthy. The aims of eye exercise are to strengthen the eye muscles, and also maintain the flexible lenses 
and sharper vision. To improve vision and eye health of people, the eye exercise system based on 
electrooculography (EOG) signal is proposed in order to promote the eye exercise in daily life of human. 

EOG is an efficient bio-electrical signal that can be used to measure the change in eye positions. 
It is an electrical signal generated by the potential difference between the cornea and the ocular fundus, 
which is commonly referred to as cornea-retinal potential (CRP) (Brown et al., 2006). Based on our 
previous preliminary research (Aungsakun et al., 2010), the classification of eye exercises according to 
their type using EOG is feasible. However, in that study, only some basic eye exercises are proposed. 
Furthermore, based on the linear relationship between EOG signal and eye movements, and easy 
waveform detection, the EOG signal may look like an ideal candidate for the eye exercise recognition 
system (Barea et al., 2002). The classification outputs can be used not only for checking the correctness of 
eye exercises but also for counting the number of trials. As a result, the eye exercise program based on 
EOG can be implemented. 
 

2. Purpose 
 The paper presents the design and development of eye exercise recognition system based on EOG 
signals to promote the eye exercise in daily life of human.  At first EOG data recorded from four healthy 
subjects performing several possible eye exercises were analyzed and grouped based on the signal 
characteristics. More details about EOG data acquisition and experiments are described in Section 3. After 
that the suitable comprehensive exercises that response to the eye muscles were selected. However, the 
classification of EOG can be either DC or AC recording. The advantage and disadvantage of each 
recording were discussed, and the suitable filtering conditions were suggested in Section 4. Such eye 
exercises can be classified based on two types of recognition: pattern and non-pattern. In addition, several 
useful EOG features were calculated and evaluated to measure their performance, all of which are 
described in Section 5. Finally, concluding remarks and recommendations for future research are given in 
Section 6. 
 

3. EOG Data Acquisition and Experiments 
Generally, EOG signals are frequently measured from both eyes with independent measurement. 

However, two eyes move in conjunction in the vertical direction, thus only one eye (left or right) was used 
for the detection of eye movement in vertical direction. In this research, five surface electrodes were put 
around the eyes, as shown in Fig. 1. The vertical leads (Ch. V) were measured by two electrodes on the 
above and the below of the right eye (V+ and V-), and the horizontal leads (Ch. H) were measured by two 
electrodes on the right and left of outer canthi (H+ and H-). A reference electrode was placed on the 
forehead (G). All EOG signal recordings were carried out using a Mobi6-6b (TMS International BV, 



Netherlands) with a band-pass filter of 1-500 Hz bandwidth and an amplifier with 19.5x. The sampling 
frequency was set at 1024 Hz with a high resolution of 24 bits. 

EOG signals were firstly recorded from four normal young subjects with twenty-eight eye 
exercises. All exercises were hold for three seconds. Each activity was performed five times for each 
subject. However, nine exercises did not generate the useful EOG signals, thus such exercises were 
removed from the experiments. Figure 2 shows a sample of the EMG data from two channels during two 
exercises: keeping the eyes focus on the finger movement and keeping the eyes wide open in time domain. 
As can be observed in Fig. 2(a), keeping the eyes wide open exercise did not generate any change in EOG 
signal. The EOG signals acquired from near and far focusing, focusing on a distant object, and eye 
massage including eyelid massage and face massage were similar as the keeping the eyes wide open 
exercise. On the other hand, in Fig. 2(b), keeping the eyes wide open exercise did not generate the useful 
EOG signals, thus the exercises, i.e. keeping the eyes wide open and eyes look to nose tip, were also not 
included in the study. However, the classification of EOG signals obtained from this exercise group is still 
possible.  
 

 
Figure 1. Recording electrode positions. 
 

     
                                          (a)                                                                                  (b) 
Figure 2. Two-channel EOG signals (Ch. V and Ch. H) from (a) keeping the eyes focus on the finger 
movement, (b) keeping the eyes wide open, in the time domain. 



 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

Figure 3. Two-channel EOG signals with a band-pass filter of 1-10 Hz bandwidth (Ch. V and Ch. H) 
from (a) up, (b) down, (c) right, (d) left, (e) up-right, (f) up-left, (g) down-right, and (f) down-left, at 30-
degree movement in the time domain. Sample data are from Subject 2. 



 
(a) 

 
(b) 

 
(c) 

 

Figure 4. Two-channel EOG signals with a band-pass filter of 1-10 Hz bandwidth (Ch. V and Ch. H) 
from down-left, at (a) 10 (b) 20 (c) 30-degree movement in the time domain. 

 

3.1 Signal Analysis 
As a result, the remaining useful eye exercises can be combined into four main groups: (1) Eight-

directional eye movements, (2) Eye clockwise and counter-clockwise, (3) Eye tightly closed, and (4) 
Blinking, based on the characteristic of EOG waveform. 

The first group, the eight-directional eye movements consists of up, down, right, left, up-right, 
up-left, down-right, and down-left as shown in Fig. 3, respectively. From the figure, for instance, the EOG 
patterns of the up-right movement is similar to a combination of the EOG patterns of the up movement 
from Ch. V and of the right movement from Ch. H with a slightly decrease of signal amplitude. In 
addition, each directional movement can be discriminated by the degree of movement (10°, 20°, and 30°). 
The example data of down-left at 10°, 20° and 30° movement from both EOG channels is shown in Fig. 4. 
The signal amplitudes increase with increasing degree movement. It should be noted that the linear 
relationship between EOG signal and eye movements has in range of 0°-30° movement. Several basic eye 
exercises can be classified into this group, such as eyes look to left and right cheeks, and eyes look to left 
and right tail eyebrows. In addition, a number of advanced eye exercises can be classified based on the 
EOG patterns in this group, such as looking at any hour mark on a clock and writing the letters. 



 
(a) 

 
(b) 

Figure 5. Two-channel EOG signals with a band-pass filter of 1-10 Hz bandwidth (Ch. V and Ch. H) 
from (a) eye clockwise, and (b) eye counter-clockwise, at 30-degree movement in the time domain. 
 

 
(a) 

 
(b) 

Figure 6. Two-channel EOG signals with a band-pass filter of 1-10 Hz bandwidth (Ch. V and Ch. H) 
from (a) eye tightly closed, and (b) eye slightly closed, at 30-degree movement in the time domain. 
 

The second group, the eye clockwise and counter-clockwise, is a dynamic movement that has a 
complex pattern of EOG signals. Both movements have a similar EOG pattern for the vertical signal, but 
have an inverse EOG pattern for the horizontal signal, as can be observed from Fig. 5. The tracing the 
figure of eight exercise is one of the advanced exercises extended from this group.  

The third group, eye closed exercise consists of eye tightly closed and eye slightly closed as 
respectively shown in Fig. 6. The patterns of EOG signals from both exercises are similar, except the 
difference in signal amplitude. However, the EOG patterns of this exercise group are also similar to the 
down-right or down-left movements, except the duration between positive and negative waveforms. The 
duration between positive and negative waveforms of the eye closed was shorter than that of the down-
right/down-left. 

The last group is blinking. It can be used as one of the eye exercise types (voluntary blinking) and 
can be assumed as noise in EOG signals (involuntary blinking). The effect of blinking is usually occurred 



in vertical EOG signal, as can be observed in Fig. 7(a). In order to detect the correct movement, the 
removal of blinking in vertical EOG signal is needed (Aungsakun et al., 2011a). However, for eye 
exercise context, blinking is important. It will help to improve eyesight naturally and will provide several 
benefits, such as relaxing the eyes, preventing Dry Eye condition or reliving its symptoms, and 
strengthening and improving the flexibility of the eye muscles. In this research, three types of blinking 
were measured and analyzed: 1-blinking, 2-blinking, and 3-blinking, as shown in Figs. 7(b) to 7(d). 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 7. Two-channel EOG signals with a band-pass filter of 1-10 Hz bandwidth (Ch. V and Ch. H) 
from (a) up-left with involuntary blinking, (b) 1-blinking, (c) 2-blinking, and (d) 3-blinking, at 30-degree 
movement in the time domain. 
 

4. DC/AC Recording and Filtering 
 The classification of EOG can be either DC or AC recording. It should be noted that all EOG 
signals in Fig. 3 through Fig. 7 are AC recording with a band-pass filter of 1-10 Hz bandwidth. The 
difference between DC and AC recording can be observed in Fig. 8. To obtain recording of eye 
movements with an ideal DC recording (square wave), a DC amplifier without a high-pass filter is 
required, however, there are a problem in terms of based line shift. Hence, a high-pass filter with a 0.1 Hz 
is usually implemented for DC recording in order to partially eliminate based line interference, as shown 



in Figs. 8(a) and 8(b). On the other hand, for AC recording, a higher frequency, i.e. 0.5-1 Hz, is used as 
shown in Figs. 8(c) and 8(d). Both recording types have been used to classify eye movements in previous 
research. Based on the observation in Fig. 8, it showed that the patterns of AC recording have a significant 
difference between each of the channels and exercises. Therefore, eye exercises are possible to classify 
using the AC recording. However, the amplitude of noises in AC recording is also larger than that of 
noises in DC recording. In total, difference of AC recording patterns is important for the classification of 
advanced and complex eye movements, but for simple movement classification, DC recording is good in 
order to avoid the effect of noises. 
 For the low-pass filter, 30 Hz is recommended by ISCEV standard (Brown et al., 2006) in order 
to remove the high frequency noises such as electromyography (EMG) signal and power-line interference. 
However, based on one of our previous research, a low-pass filter with a corner frequency of 10 Hz is 
recommended (Aungsakun et al., 2010). However, the high-frequency signals may be useful for using as 
an augmenting feature for the classification of eye exercises (Aungsakun et al., 2010). 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 8. Two-channel EOG signals with a high-pass filter of (a-b) 0.1 Hz and (c-d) 1 Hz from (a, c) right 
and (b, d) eye clockwise, in the time domain. 
 
 



5. EOG Feature Extraction and Classification 
 In order to develop the eye movement recognition system, various techniques have been proposed 
in many applications. However, the techniques can be divided into two major types: (1) pattern 
recognition and (2) non-pattern recognition. 

In pattern recognition, features extracted are discriminated by an effective classifier such as 
neural networks (Barea et al., 2000; Güven and Kara, 2006; Kikuchi and Fukushima, 2000; Lee and Lee, 
1993) and support vector machine (Bulling et al., 2011; Shuyan and Gangtie, 2009). Generally, time-
domain features are frequently used in EOG pattern recognition such as mean value, peak duration, peak 
polarity, and slope (Kherlopain et al., 2006). The evaluation of time-domain EOG features is presented in 
one of our previous research (Aungsakun et al., 2011b). In recent years, several spectral analysis methods 
have been proposed (Bukhari et al., 2010; Lv et al., 2010). However, the computational time and 
implementation complexity are a major limitation of pattern recognition technique, particularly for 
implementing in microcontroller or mobile devices.  

A number of researches have established the better performance of EOG classification based on 
non-pattern recognition (Deng et al., 2010; Gandhi et al., 2010), that has a simple structure. The classifier 
module of pattern recognition has been degraded to a simple threshold comparison module for non-pattern 
recognition. 
 

6. Conclusion and Future Research 
The proposed EOG based eye exercise recognition system can be widely used in future due to the 

rapid development of wearable EOG recording devices that are reliable, low-cost, lightweight, and 
wireless communication. In order to create efficient human-computer interfaces (HCIs), recent new 
researches have focused on developing novel electrode configurations to produce wearable EOG 
recording devices. The eye exercise recognition system based on EOG signal can apply with the novel 
wearable EOG recording devices in future research, such as wearable EOG goggles (Bulling et al., 2006), 
wearable headphone-type gaze detectors (Manabe and Fukumoto, 2006), or light-weight headcaps 
(Vehkaoja et al., 2005). Further, the classification of eye exercises, which consist of various eye 
movements, can be useful for various advanced HCI applications in future researches, notably activity 
recognition system (Bulling et al., 2011) and eye-writing recognition system (Tsai et al, 2008). 
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