Chapter 4

Statistical Modelling

In chapter three we used some basic statistical methods for analysing the data. In this

chapter we use linear regression Lo it a model with predictors of each outcome.

4.1 Linear Regressions

Linear regression analysis is used to fit a model predicting the mean of each outcome,
given the determinants. There are nine determinants in this study namely: sex, grade,
program, GPA, school size, father’s occupation, mother’s occupation, family income
and number of brothers and sisters. The referent categories for each determinant are as
follows: male, grade 4, science—niathematics program, GPA 23, large school,
agriculture occupation of fathcr, agriculture occupation of mother, less than 10,000
baht/month family income, and one sibling.

If it is reasonable to assume that the cofiaborative, like ro learn, independent, hate ro
learn and not creative outcome factors have normal distributions, linear regression
analysis is justified, and a backward climination procedure is used to find the best

regression model.

Table 4.1 gives numerical summaries of the {ive outcome factors. We see that the nor

creative factor has a greater mean than the other factors.

Variable Size Mean StDev StErr 05% C.L

Collaborative 196 3.473 0.513 0.037 3.400 3.546
Like to learn 196 3.565 0.498 0.036 3.495 3.635
Independence 196 2.645 0.601 0.043 2.559 2.738
Hate to learn 196 2.927 0.602 0.043 2.842 3.011

Not creative 196 3,787 0.334 0.038 3.712 3.863

Table 4.1 Description of five factors

Figures 4.1, 4.2 and 4.3 show the normal scorcs plot for cach factor. We sce that the
normal scores plot for the collaborative and like to learn factors show a straight line

trend, suggesting that the normality assumption is reasonable for these data.
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The normal scores plots for independent, hate to learn and not crearive show a rough

linear trend, suggesting that the normality assumption also might be reasonable [or

these data.
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Figure 4.1: The narmal scores plots for collaborative, like ro learn
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Figure 4.2; The normal scores plots for independence, hate to leurn

Normal Scores Plot Notereative

3 2 A1

normal score

Figure 4.3: The normal scores plot for not creative
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Figure 4.4 shows the result of fitting a multiple linear regression model, containing all

nine determinants, to the factor "collaborative”. There is not determinant statistically

significant in this model.

near regression analysis: response = Collaborative
predictor coeff St.Error p-value
cansiant 3.3577 0.22714 0
Sexmale (0 0.82834
female -0.84451 1 0.091788 0.62834
grade 0.53972
grade 4 { 0& .
grade 0.033422 0.091811 0.7157
grade 8 -0.0715538 0.0985349 0.46786
regram 0.087371
P Simaths (94
engl/maths -0.073872 0.10383 0.47892
engliren %.13262 D.1329 031972
general -0.24328 0.10849 0.62579
GPA 0.82087
3hg-2.08 { og 5
588> B5i%8 818814 B-48475
SchoolSize 0.19974
arge (0)
nomse |BMEk |31 21588
T average . .
s%al[ g 0.361756 8 18544 0.052727
FOccup 0 0.31552
Ehour (P 12331 0.14837 0.40708
comm -0.47195 8 17683 0.33222
SOEs -0.21621 238?5 0.35294
offic -0.31581 0.14 0.035839
MOccup 0.15282
agric {0)
labour 0.13943 0.158927 0.38256¢
cHe 43 41580 i 2cp%8
offic (.33384 0.1526 0.0300%
Faminc 0.20325
10k- (0)
10-29k 0.14229 0.094705 0.13483
30-49K 0.12684 D.12002 .29207
BOk+ 0.28808 0.15137 0.050548
NSrins (0 0.36551
1 0.070212 0.12826 0.58508
2+ -0.048613 012721 0.89702
r-s¢: 0.15116(0.032026) rss: 43.8667 df: 171 sd: 0.50843 p-value: 0.18211

Figure 4.4: Regression model for “collaborative” fuctor containing oll predictors
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Figure 4.5 shows the final reduced model, using backward elimination, The final
model from collaborative outcome has only one variable that is significant. We can
see in this model, the students in the english-french program have a greater
collaborative score than the students in the science-mathematics program and students
in the english-mathematics and general programs have lower collahorative score than
students in the science/mathematics program. The résquared is 0.034 which means

about 3 % of the collaborative variation is explained by the model.

The model takes the form
Collaborative = 3.554 — 0.089 engl/maths + 0.033 engl/fren— 0.267 general

ling&rregression analysisd- response = Gollaborative

predictor coeff St.Errar p-value

constant 3.5542 0.059627 0

program 0.022174
sci/maths (C)
engl/maths -0.088949 10.095501 0.35282
engliren 0.0325 £.10995 0.76788
general -0.26687 0.08427¢ 0.0051735

r-sq: 0.048705(0.033841) rs5:49.1503 df; 192 sd.0.50596 p-value:0.022174

Figure 4.3: Final reduced model for “collaborative” factor

‘I'able 4.6 shows the result of fitting a multiple lincar rcgression model, containing all
nine determinants to the factor "Jike fo learn". There is only one variable significant in

this model.

After backward elimination, the reduced model has only one variable that is
significant. It {s found that the coefficients of Mattayomsuksa 5 and Maltayomsuksa 6
are negative. Students in Mauaydmsuksa 4 have greater like to learn learning style
than Mattayomsuksa 5 and Mattayomsuksa 6, as shown in the Figure 4.7. The r-
squared is 0.024, which means that about 2% of the variation in /ike ro learn learning

~ style is explained by the model.
The model takes the form

Like to learn = 3.687 —0.159 grade5 — 0.220 grade6
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inear regression analysis: response = like to learn

pradictor coeff St.Error p-value
constant 3.6998 021589 0
sex 0 022152
e Pio70s 0.087243 0.22152
grac%gde 4 (0 0.057524
ga T {47106 0.087075 0.049892
grade Z0.20414 0.09347% 0.030338
program 0.79396
2351{?@[}?5 (Pds0385 03255 0.28232
RS 8355043 818597 8:8%512
GP, 0.004312
5%00-2.99 (99236 0.10278 0.030988
%.00- 2015344 012305 018562
SchoolSize 0.15981
RIIR o rge (0(.)1)(9]1 55 0.11051 0.08483
gerpgs B:45%58° 81784 8:882£%;
FOccu 0.30422
= o s |
g,%%g" - 052108 014774 Of12§6?
MOccup C.040614
RS o741 015138 0.19356
Conm 0.22759 018059 0.15928
S 841793 849233 8-578689
Fa%rﬂ:c_: (0 (.34397
10-29k 0.0)3704%46 0.090D16 0.68123
2gidoK 398944 0:1148% §:533480
NEbs 013475
0 (0
2, Goum 8938 B445%5e

r-sq; 0.17976(0.064638) res: 39.621 df: 171 sd: 0.48135 p-vaiue: 0.054858

- Figure 4.6: Regression model for "like to learn” factor com‘dz‘ning all predictors




hearl regression analysis: reSponse = ke o 1&am
predicior coeff St.Error n-value
constant § 3.86868 0.059619 0
grace 0.03454
grade 4 (0)
grade 5 -0.1586 0.083419 0.058766
grade 6 -0.2201 0.088288 0.01351
r-sq: 0.034276(0.024268) rss:48.6484 df 193 sd:0.48163 p-value: 0.03454

Table 4.7: Final reduced model for “like to learn” factor

In the full model of the multiple regression analysis with all predictor variables for the

independent factor, no variable is statistically significant.

Next, for selecting the best regression equation, backward eiimination was used, The
final model for the independent ouicome consists of one variable that is significant.
The co.efﬁcient of 0.450 suggests that students with GPA<2 have greater independent
leaming stylc scores than students with higher GPAs, as shown in Figure 4.8.The r-

squared is 0.076, which means that about 8% of the variation in independent learning

style is explaincd by the model.

The model takes the form

Independence = 2.330 + 0.380 (GPA 2.00-2.99) + 0.499(GPA<2)

linearreqgression analysis: respense = (ndependence
predictor coeff St.Error p-value
constant 2.3304 0.038121 0]
GPA 0.00018584
3+ (0)
2.00.2 99 0.38036 0.106C8 000042808
2.00- 0.44671 0.11238 8.8727e-005
r-sq:0.085185(0.078705) rss: 64,4151 df 193 sd: 0.57772 p-value: 0.00018564

Figure 4.8: Final reduced model for “independent” factor
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The model containing all predictors is shown in Figure 4.9.

linear regressicn analysis: response = Independence
predictor coeff St.Error p-valug -
constant 2.5655 0.25578 0
sex 0.56713
male (fdse065 0.10235 . 0.56713
grade 0.21367
grade 4 (0
aRE Wl [sinm 054785
LTS (0) ' 0.1428
engl/maths _0.11381 0.1187 0.3308
SoRe” 8678389 815352 8-83865°
GEA 0.12592
3t (0 -
lpgeee | G2 343477 335814
SchoolSize 0.044999
T \Tlenm |8luw -
Smal 20'57666 026883 6:0063839
FOccup 0.60649
Ehour (Pdage01 0.16708 0.81756 -
comm -0.2152 0.18813 027472
i -8:37258 828743 854942
MQcoup 0.65526
ia ric ( 0%3
) Iemes |12 RET
SOks 0.37938 1 114 0.:-}2183
oftic 0.11228 0.17184 D.51438
Fa c (0 0.29849
10-28[2 —0.3?9198 .10665 0.45872
1ipat 8:184%3 8:175438 8:33773
NS&bs (0) 0.22776
5. B435%s 81435 B3885°
r-sq: 0.2102{0.009346) rss: 55.6127 df: 171 sd: 0.57028 p-value: 0.010307

Figure 4.9: Regression model for "independent” factor containing all predictors

In: Figure 4,10, the full model of multiple regression analysis with all the predictor
variables included for the Aate to learn factor gives a goodness-of-11t measured by the
r-squared statistic of 5.9%, and the standard deviation is 0.583. The model indicates

that the variables program and GPA are statistically significani.
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linear regression analysis: response = Hate to lsarn
predictor coeff St.Error p-value
constant 2.9183 0.26159 0
sex ‘ o 0.43345
female (052098 0.10571 0.43345
grade 0.70343
1ade 3 ‘Ps 1480 0.10551 0.44097
grade 8 1 0.0768068 0.11327 0.50275
prog r;dm 5 0.0017435
sl gde ol 30100t
gggeraeln -0.38313 0.12484 02062?4?
GPA+ a 0.01476
5.00—2_99 (0. 0422 2.12454 0.01559
2.00- 0.42769 0.14901 0.004621
SchoolSize 0.35767
large (0 f
?ﬁé‘ré%f e 618832 81338 849823
smail -0.35645 21357 0.096949
FQcoup 0.083034
fbour ‘Og 04
s 84135 345882 9108
EO,ES 0.995095 0.27105 0.726 Lgi
offic 0.027606 017174 0.8724
MOccup o 0.1947
Ebour (Pdz10 0.18342 0.056695
& 05438 B:18745 833147
afiic -0.37353 0.17575 0.03489¢
Famlnc (0 0.2140¢
i T L5 0831050
+ 0.082376 17433 0.63715
NS(i)bs (o (.89559
1 T
r-sq: 0.17538(0.059643) rss; 58.1704 df: 171 sd: 0.58325 p-value: 0.067869

Figure 4.10: Regression model for "hate to learn” fuctor containing all predictors

After using a backward procedure to eliminate redundant predictors, the 1-squared is
5%, the standard deviation is 0.5859. The reo"ressmn cocfiicients for program are
negative, which means that the students in the science-mathematics program have
greater hate to learn learning style than the others. The coefficients for GPA value is
positive, which means the students having GPAs of 3 or more have less hatred of

learning than other students, as shown in Figure 4.11. The r-squared is 0.051, which
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means that about 5% of the variation in Aafe fo learn learning style is explained by the

model.
The model takes the form

Hate to learn = 2.914 — (0.344 engl/maths — 0. 160 engl/fren — 0.338 general +
0.214 (GPA 2.00 —2.99) + 0.323 (GP4 <2)

linear regression analysis. response = Hate to [eamn
predictor coeff StErmor p-value
constant 2.9138 0.10493 o
program 0.0086622
scifmaths {0}
engi/maths -0.34412 0.11338 0.0028582
englfiren -0.15976 0.13295 0.231
general -0.33804 0.11385 0.0033174
GPA 0.0492186
3+ (D)
2.00-2.89 021483 0.11536 0.064112
2.00- 0.32264 0.13111 0.014758
| Tsa 0.075419{0.061088) rss:65.2219 df 180 sd:0.58889 p-value:0.010288

Figure 4.11: Final reduced model for “hate to learn” factor

Figure 4.12 shows the full mode! of the multiple regression analysis with all predictor
variables for the nor creative factor. There is only one statistically significant variable.

It is schoo] size.

After using a backward procedure to eliminate predictors, the model indicates that
four variables arc in this model and two variables are statistically significan( as shown
in Figure 4.13. After omitting MOceup and program from the niodel, the resulting
model has no variable that is statistically significant shown in Figure 4.14. To check
confounding we need to compare the result before and after omifting the possible

confounded.

The conclusion is that further study is necded.
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linear regression analysis; rasponse = Not creative

predictor coeff St.Error p-value
constant 3.7365 0.23503 0
sex | 0 0.38681
Frale (Cos2404 0.094976 0.38681
grade 0.36875
grage 5 {P13008 0.094793 0.16893
grade & -0.042879 0.10177 067546
"“’s%ri?n?athg (0 . 0.28388
shamee | p8Rz 314727 34898,
general -0.01132 011225 0.91579
GPA = 0.86745
3%0-2.99 (P 3205 0.11189 0.77353
2'00- -0 12604 D.13388 0.34781%
SchoolSize ' 0.01044
large (0
Tt | 3andn 31283, 39437526
small 0.44774 0.16189 0.0207%1
FOccué) $.91695
? e r {0(“0) rA 41
oo 598848, 8:18332 882414
SHES 428142 844332 825281
MOccup 0.28751
agric (Oé
e -§.5820931 819436 998383
SES 876857 §:48232 843416
Faminc G.028063
18'-‘%35 500.382939 0.097994 . 0.398259
i 0555 8:12448 B:933¢
NShs 0.36442
g §091)4749 0.13281 0.26834
2+ -0.04117 0.13763 0.75484

r-sq: 0.15633(0.037928) rss: 46.956 df. 171 sd: 0.52402 p-value: (.15695

.

Figure 4.12: Regression model for "not creative” factor containing all predictors
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linear regrassion analysis: response = Not craative
predictor coeff St.Error p-value
constant 3.6127 0.13022 0
program 0.089032
scifmaths (0}
anglimaths 0.015672 0.10062 0.87639
englffren 0.30985 0.12848 0.017797
general -0.05728 D.10685 0.588
SchoolSize 0.0074267
large {0)
med-large 0.36231 0.11525 0.0019495
average 0.17887 0.1116¢ 0.11504
small 0.45492 0.18132 0.012g81
MOccup 0.13985
agric {0)
labour 0.0053743 0.11472 0.95269
comm -0.056905 0.11958 0.63467
S0OEs -0.56003 0.39083 0.1536
offic 017016 0.10918 0.12083
Faminc G.033183
10k~ ( Dg
10-28k -0.087809 0.091522 0.28662
30-49k -0.2378 0.11818 0.045678
50K+ 0.20325 0.1487¢9 0.17856
r-sq: 0.12438(0.058621) ras: 48.9015 df: 182 sd: 0.51835 p-value: 0.028902

Figure 4.13: Final reduced model for "nat creative” factor

liinear regression analysis: responsea = Not creative
pradictor coeff StError p-value
constant 3.778 0.087388 0
SchoolSize 0.106%
large (0}
med-large 0.19583 0.10005 0.05203
average 0024889 0.094964 0.79346
small 0.27121 0.16011 0.081931
Faminc 0.10214
10k- {0)
10-29k -0.085449 0.089141 0.28564
30-49k -0.21133 0.11 0.05621
50k+ 0.12308 0.14651 0.402
r-5¢q: 0.064225(0.034518) r58: 52,0826 dit 189 s5d:0.52495 p-value: 5.048455

Figure 4.14: Final reduced model for “not creuative” factor after omitting MOccup

and program from the model



